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WeNMR (Worldwide elnfrastructure for Nuclear Magnetic Resonarand Structural Biology)

is a EU FP7 project thdirings together research teams in the Structural Biology area into a
Virtual Research Community at a worldwide level, focusing omtidecular Nuclear Magnetic
Resonance (NMR) and Small Angler&y Scatteng (SAXS). This has been achieved through

the implementatin of a grid based-mnfrastructure, now fully integrated into EGI, aimed at
providing the user community with a platform integrating and streamlining the computational
approaches necessary for Rvand SAXS data analysis and structural modelling. Nowadays
more than 20% of the users come from outside Europe. Therefore, in the last year the WeNMR
team has worked to extend thdéndrastructure with new resource centres from South Africa,
Latin America North America, Mediterranean and A$tacific areas, with the goal of
involving their NGls to support their local NMR/SAXS community. In particular, a program to
interoperate with the OSG grid in US in collaboration with their SBGridusli Organisation

has started, and the first tests of WeNMR job submission to OSG have been successfully carried
out in the last months. WeNMR alsoinvolved, through its collaboration with the EU FP7
project CHAIN (Coordination & Harmonisation of AdvancedNdrastructues) in the effort to

foster interoperability among EGI and those other grid stftetures in China and Indiahich

are not based on the ENdLite middleware
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1.Introduction

During the last year the WeNMR operations team has worked to integrate into the
WeNMR grid a number of resource centres from South Africa, Latin America, North America,
Mediterranean and Asi@acific areas. The integration of one cemr8outh Africa (University
of Cape Town), three centres in Latina America (UFRJ in Brasil, ULA in Venezuela and UNLP
in Argentina) and one centre in Taiwan (ASGC of Taipei) has run quite smoothly being these
centres deployed with the EMLite middlewareln order to monitor the proper configuration
and functioning of these grid sites WeNMR has leveraged on thepé@ific instances of the
EGI operational tools deployed at one of its partners' site.

In North America the situation is different. WeNMR haseb in contact since its
beginning with the SBGrid Consortium, which is serving the Structural Biology user
community in the US. SBGrid is also a VO of the Open Science Grid (OSG), the US nationa
distributed omputing grid for daténtensiveresearch, wtlah is interoperable with the EGI grid.

At the beginning of 2011 it has been agreed between WeNMR and SBGrid that every US uscry
registering with SBGrid VO is given the option to register with the enmr.eu VO too, allowing
him to use the WeNMR servicedoreover, OSG, SBGrid and WeNMR representatives
designed a technical plan aiming at setting up abiedtfor allowing the submission of
WeNMR grid jobs towards the OSG resource centres supporting the SBGrid VO.

The first proof of concept has been achievebugh the use of dedicated Efglite
middleware services components deployed in Europe and configured to submitR\ehiéto
OSG. A further stepplanned to enable the job submission from Eurpmking use of the
Condor based l@einWMS system services deyed in OSG and properlyoafigured to
receive WeNMR jobs, has been successfully tested in Spring 2012.

In the context of the collaboration with CHAIN, the project is involved in the effort to
foster interoperability among EGI and those other grid stinatures in China and Indiahich
are not based on the EMLite middleware. The adoption of the proposed standard base
solutions to achieve a production level interoperability would also allow a further extension ¢
the WeNMR grid for the benefit of theser community active in those countries.

2. The WeNMR project

WeNMR is a three years project started in November 2010 and building on the previcus
EU FP7 eNMR project that starting since November 2007 has brought theNMiR
community in the grid busiss and established afrdrastructureencompassing the computing
centres of the NMR laboratories of tdehann Wolfgang Goethdniversity of Frankfurt in
Germany, the University of Utrecht in The Netherlands #mel University of Florence in Italy.
During the eNMR lifetime the computing resources of these three labs became part of their
respective National Grid Initiatives (NGIs) and together with the resources provided by the
fourth partner, the Italian National Institute of Nuclear Physics (INFN),nd number of
other NGIs supporting the enmr.eu Virtual OrganisafM@) formed the so calleetNMR grid.
At the end of the-&IMR project (October 2010) the VO was suppotdyca number of central
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grid services, partly dedicated and partly shared with BGd 18 resource centrggoviding a
total of 9000 CPkktores and 120 TBf disk storage space, shared with other production VOs.
The follow up project WeNMR was designed to achieve the following objectives:

T

E)

1

Operate and further develop a usgendly e Science gateway for the NMR and
SAXS comnunities

Establish a virtual research platform for (interaction with) the user community
Provide support to software developers, users and otindrastructure projects
Foster the adoption and use ofnérastructue in a wide range of flanking
disciplines within the life sciences

Operate and consolidate theN&R grid infrastructure and to extend it to
interoperate with other worldwideid initiatives

Develop a model to ensure sustainability of the project

In orderto shieldas much agossible the end user from thedytechnicalitiesand all
middleware related issues and command®&NMR chose to develop mainly web posgal

providing

Apr ot ocol i z erid.oTheia operatisnsis facititated Wwieen mgpssible by

using robot certificates These portals are listed in the Virtual Research CommuWiRC}
WeNMR gateway shown in Figuré at www.wenmr.euAbout two dozen of portals are
currenty availableand provide services for NMR and SAXS spectroscapistsy of these run
calculations on thergl.

&

4 Login | Register
Wi‘%};— n m r A worldwide e-Infrastructure for NMR and structural biology
About Us NMR Services Support News & Events Access Q
Processing
Assignment
Analysis

CS-ROSETTA
Molecular Dynamics CYANA WeNMR is both a three years project funded under the European
Commission's Tth Framework Programme (e-Infrastructure RI-261571)
Modelling UNID

and a Virtual Research Community supported by EGI, the largest one
within the life science area. WeNMR aims at bringing together
complementary research teams in the structural biology and life
science area into a virtual research community at a worldwide level
and provide them with a platform integrating and streamlining the
computational approaches necessary for NMR and SAXS data
analysis and structural modelling.

Xplor-NIH

Get Started >>

Harness the power of the GRID

Highlights News Events
20120315 15:11 Registrations open for workshop on Integrated Software for Integrative Structural Biology
2012-03-13 08:17 WeNMR @ the BioNMR meeting in Barcelona
2012-03-07 09:17 Bio-NMR: Promoting Structural Biology in the new EU-member states
2012-03-05 15:50 WeNMR on Facebook and Linkedin
2012-03-03 07:41 WeNMR in Wikipedia

Figure 1: The WeNMR VRC web portal at www.wenmr.eu
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The computational services available can be divided into:

Processing (MDD NMR)

Assignment (Auto AssigniARS, UNIO)

Analysis (TALOS+, AnisoFIT, MaxOc&PF,iCing)

Structure calculatiorASDP,CS-ROSETTA, CYANA, UNIO,Xplor-NIH)

Molecular Dynamics (AMBER, GROMACYS)

Modelling (3D-DART, HADDOCK)

Tools (Format converter, SHIFTX2, AntechambddjsMeta, PREDITOR, FI,

UPLABEL)
The application software characteristics of thosespartalculations running on the grid
are mainly CPU intensive andw I/O. Limited data transfer iseeded to/from the computing
nodes and usually nmassstorage is required. Thapplicaton softwareis deployed from
remote (i.e. without the intervention of the local site managethe VO dedicated shared areas
of thecomputing nodes.

= =4 4 -4 —a -8 -8

3. Extension towards other grids worldwide

At March 2£' 2012 the enmr.eu VO counted #395 registeredsusem 41 countries, #95
of them (24%) coming from 11 nefBuropean countries. Of these, #57 were from USA. The
overall geographical userstribution is shown in Figure. 2
The WeNMR user base has been since its beginning not limited to the Europeanliegion.
we look forexamplein Figure 3the geographical user distribution of one of the most popular
modeling application, we may notice the large amafinisers actually concentrated in USA,
India and ChinaHowever, out of theabout #2000 users registered twithe HADDOCK portal
only #125 have the grid access enabling them to run the more advanced tasks empowered by th=
useof grid resourcesThis is probably due to the still high barrier for grid adoption introduced
by the need of X.509 PKI personal certifies, not easy to obtain and manage specially in the
Life Science community institutions of several regions. Nevertheless it is quite clear that there I1s
a strong potential user bafe the WeNMR grid in all the continents which could benefit of the
suppat of National Grid Initiatives like OSG in USA, GARUDA in India, CNGrid in China,
SAGrid in South Africa, anaf severalEU FP7 international grid projects like CHAI{Co-
ordination and Harmonisation of Advancednéastructurey GISELA (Grid Initiatives for e
Science virtual communities in Europe and Latin Am@ridalU-IndiaGrid (Sustainable €
Infrastructures across Europe and Ifdand EUMEDGRID-Support (Sustainability of e
Infrastructures across the Mediterranean
Thus, during its first year of deity WeNMR has been represented in several workshops
and conferences organized by the above projects where discussing about interoperability among
different elnfrastructures. Among the activities planned for the second project year in fact the
was onaledicated to the worldwide grid extension outside Europe and divided in two tasks:
1 Extension towards EMI/UMD basedInfrastructures, especially the ones of
South Africa, Latin America and Asiacific that are all based on the EMI/gLite
middleware
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1 Extenson towards nofEMI/UMD basede-Infrastructures, as OSG in USA based
on VDT (Globus, Condor, etc.), GARUDA in India based on Globus and CNGrid
in China based on Grid Operating System (GOS) middleware.

Figure 2: Geographical view of WeNMR user digr ibution (registered with enmr.eu VO)
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Figure 3: Geographical view of HADDOCK userdistribution

The activities carried out within the above tasks will be described in the negestibns.

3.1 Extension towards EMI/UMD based elnfrastructures

The WeNMR grid at March 2012 is based on EMI/gLite middleware and is formed by
40 central grid services (part of them shared with other EGI VOsyaenuthd 35.00@CPU-
coreshosted by 27 resource centres of several igan NGls, plus 2.500 CPtbres provided
by 5 resource centres spread in South Africa, Latin Americd aiwAn

The extension otthe WeNMR grid to includetheseresource centres outside Europe has
startedalready duringthe past eNMR project after an greement achieved ith the South
African National Grid (SAGrid). The South African National Grid is a federation of
Universities, national laboratories and the National Cyberinfrastructure progriounded in
2008.SAGrid has adopted thEMI/gLite middlewaresince the beginning of its operatioasd
currently supports the enmr.eu VO with its computing centre at the University of Johannesbury
making available more than 200 CRUOres shamrkwith other national and international VOs.
The operation and controf this site, initially supported by INFN, has been endorsed by the
Africa & Arabia Regional Operation Cent(ROC) established in 2014s a coordination and
support point for all sites in the two Regipmgth the support of many project and initiatives
like ASREN @Arab States Research and Education Net)yo@HAIN, EPIKH (Exchange
Programme to advancemfrastructure KnowHow), EUMEDGRID-Support and SAGrid.

Starting from 2011 an agreement with the GISELA project has letite enablement of
the enmr.a VO in three resource centres of Latin America, namelWthigersidad Nacional de
La Platain Argentina,Universidad de Los Andés Venezuela anthe Universidade Federal do
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Rio de Janeiran Brasil, providing a total of about 300 CRidres.GISELA inheits from the
previousEU FP7 projecs EELA and EELA2 (E-science grid facility for Europe and Latin
America) that initiated in 2006 a grid infrastructure based on Eil/gLite middleware and
now fully integrated into EGI operations.

In Spring 2011 a collzoration with the Academia Sinica Grid Computing (ASGC) of
Taiwan was established and its resource centre is now supporting the enmibgupxa®iding
about 2000 CPWgores. ASGC is since 2005 the WLCG Tieland is conductinghe Asia
Pacific regional €science collaborations, development and infrastructure operaiven the
large Structural Blogy community present in the AsRacific area and the leading role of
ASGC in supporting &cience, the WeNMR project has started the process of amending its
work plan to include Academia Sinican particular its Institute of Biological Chemistry and
Institute of Physicsas new partner of the WeNMR consortium, starting since Spring Z0&2.
new work plan foresees new activities in the area of NetworkingeBimation and Outreach
(e.g. translation of documentation and publication of abstracts in Chinese language, coverage o.
major NMR, Biophysics and Structural Biology events in AB&cific region); Services (e.g.
allocation and operation of grid resourcdedicated queues for MD simulations with multi
threaded GROMACS version, training/FAQ/user support in Chinese language); Joint Reseerch
(e.g. akveloping protocols for joint uga of SAXS and NMR with docking,nbancing the
working capacity of the SAXS bealine at the National Synchrotron @ation Research
Centrein Taiwar).

Figure 4 shows theurrentgeographical distribution of the resource centres (in terms of
CPU-cores)supporting mainly in opportunistic waiie WeNMR project and its enmr.eu VO.
Counties colored in green do not provide yet any resource to the WeNMR grid, while having &
not negligible amount of users of the WeNMR services. Countries colored in blue have betii
users of WeNMR and resource centres supporting the VO.
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Figure 4. Geographical distribution of computing resources supporting the enmr.eu VO

The 5 esource centres outside Europe are fully monitored by the EGI operational too s,
some of which have dedicated instances operated by WeNKiR is the casef GStat and the
VO-Nagios, for which a number of WeNMR application specific probes have been
implemented and used to verify the proper functioning of all the resource centres supporting the

enmr.eu VO.
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Figure 5: Normalised CPU time (kSI2K hours) vs time(left) and divided by VO (right) consumed
by the VOs of the Life Science domain

The accounting of resource usage shown by the EGI Accounting Portal has demonstrated
that the computing centres outside Europe contribute atatime level of the European centres
in term of both number of jobs and CPU time. In the last six manttisFebruary 2012bout
170.000 jobs/month on average have been executed on the WeNMR grid, 7% of them on the
outside Europe grid sitesindabout 1 Milion CPU-hourgmonth (normalized by kSI2K) on
average have been consumed, 2% of them outside Eunaihe. Fgure 5 the normalized CPU
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time consumed by the enmr.eu VO is compared with the other VOs competing in the Life
Science domain.

3.2 Extension towards non-EMI/UMD based e-Infrastructures

3.2.1Extension towards Open Science Grid

The Open Science Grid (OSG)Irdrastructure operating in USA has a longstanding
collaboration in place with the European grid initiatives dating back to the early 2000s with the
EU-DataGrid project and later on with the EGEE project series and now EGI. In spite of OSG-is
based on a different middleware stack, the Virtual Data Toolkit (VDT) which is a collection of
software components provided by Glob[i§, Condor and other externgrojects,a full
interoperability with EGI has been achieved already in the past in the context of the Hiak.
Energy Physics (HEP) domain. In fact, many transnational VOs related to HEP experiments can
run their application transparently on both OSG and E@&structures without even notice
where their jobs are physically executed.

For what concerns the Structural Biology domain, the collaboration between WeNMR ar.J
the US SBGrid Consortiumdates back to the previousNMMR project and has been well
consoldated after the start of WeNMR. In particular, the registration with the enmr.eu VO is
offered as an option to US researchers when they register with the SBGrid Science Portal. This
has simplified a lot the access of US users to WeNMR services, and dt RIEr#57 users
owning a personal X.509 certificate issued by the DOEGrids CA were registered with the
enmr.eu VO. Moreover, SBGrid turn out to be also a VO of OSG, that is enabled on more the.n
26 resource centres across US for a total of more th&0®CPU-cores availablenainly in
opportunistic way.

In a joint OSGSBGridWeNMR-EGI meeting held in March 2011 it was decided to start
implementing interoperability between OSG and EGI in the domain of Structural Biology. A
number of key persons was appethtfor eactproject to follow a well defined work plan that
was detailed after the meeting. The plan established that WeNMR had to use the SBGrid VO for
accessing the OSG resources. The enablement of enmr.eu VO on the OSG infrastructure was In
fact not albwed by the OSG policy. Thglan was designed in two phases.fitst, the proof of
concept that WeNMR application jobs can effectively run over OSG resoumed be
obtained quickly by usingMI/gLite grid services set up in Europe and appositely edadi
the SBGrid VO. After that, the second phase would have investigated the possibility to use tne
GlideinWMS service, the OSG recommended Condor based job submission system. The iasi
one was the preferred solution in the perspective of going in piodubiecause it allows the
SBGrid nsortium to control the job flow from Europe and thus optirtheeoverallworkload
balance between WeNMR and SBGrid applicajabs.

3.21.1 Phase 1: using=MI/ gLite services

A set of EMI/gLite grid elements were properly agb for the initial tests at the INFN
Padova centre, that is onéthe WeNMR partners. An existing gLitél and gLiteWMS were
enabled with the SBGrid VO and a few testers registered with the SBGrid VOMS server hosted
at Harvard Mettal School in Bostortheleading partner of the SBGrid Consortium.
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A dedicated LFCatalogudnstance was also set up at INdFddova for the SBGrid VO,
in order to test th&Ml/gLite data management toalsed to transfer filefom/to the SRM
based Storage Elemsn{SEs)of both OSG and EGI infrastructureBata transfer from/to 10
OSG SEs witHile registration on LFGvere successfuperformedusingthe Icg-utils from both
gLite-Ul and OSG Worker Nodes (WNgProperly configured OSG WNs in fact have in the
path theEMI/gLite dat management binaries and libraries.

After some fAHell o Worl do test jobs submitted
gLite-Ul and gLiteWMS hosted at INFNPadova, lte software of one of the most popular and
CPU time demanding WeNMR applications,-B8setta, was properly installed from remote in
the SBGrid VO shared area b OSG @mputingElements (CESs) through the use of dedicated
grid jobs or globugob-run commands executing scripts directly in the CE head riodally,
CSRosetta test jobwere successful submitted through gl-MéMS (with minimal changes of
bash scripts) and run on OSG WNs

3.21.2 Phase 2: using the GlideinWMS service

GlideinWMS is a Glidein Based WMS (Workload Management System) that works on top
of Condor Condor is a specialized wddad management system for compinensive jobs
developed byhe Condor Research Project at the UniversitWisconsinMadison[2]. Glidein
is a mechanism by which one or more grid resources (remote machines) temporarily join a lecal
Condor poal During the period of time when the added resource is part of the local pool, the
resource is visible to users of the posfter glidein, the user may submit jobs for execution on
the added resource the same way that all Condor jobs are submitted.

The QideinWMS is made of severalerviceqd3]:

1 Users submit jobs to the User Pool Condor schedd prooassing on a local
Condor submit node.

I The GlideinWMS Frontendmanaged by a VQqolls the user pool to make sure
that there are enough glideins (worker nodes) atisfy user jobs. It idmits
requests to the glideiraEtory to submit glideins.

1 The glidein Factory, managed by OS€ceives requests frothe frontend(s) and
submits a ©ndor startd wrapper to entry points (grid sites).

9 The grid siteseceive the jobsral starts a @Gndor startprocesghat joins the user
pool. This shows up as a resource in the user pool.

Once setup, final users can submit regular Condor jobsettotal queue and the glidein
Factory will provide the computing resources behind the exeRrom the final user point of
view, the Condor pool just magically grows and shrinks as needed. The user need not worry
about grid entry points, managing queues, or provisioning worker nodes.

The GlideinWMS services orchestration adopted by WeNMR ig/shio Figure 6.
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Figure 6: I nteroperability schemaadoptedby WeNMR to enable job submission to OSG

A Condor submit node was installed in the same server hosting thelgLite INFN-
Padovalt was configured to work with the @einWMS Frontend node hest atthe Harvard
Medical Schoo(HMS) in Boston and operated by the SBGrid Vibie Frontend interacts with
the Factory node hosted at University of California, San Diego (UCSD) and operated by OSG
While glideins are submittedybthe Factory to the OSG nodes using a SBGrid VO proxy,
WeNMR jobs can be submitted to the Condor pool using a enmr.eu VO proxy, as done when
submitting to EGI via the gLit8W¥MS. This has two advantages: it allows interactions with the
existing WeNMR LFC ad SE services; it allows WeNMR jobs to be accounted by the Gratia
system (the OSG accounting service) under the enmr.eu VO (and its groups/roles).

The WeNMR application software was installed on the OSG CEs (where not already
present as result of thgha® 1 tests) from remote viao@dor jobs by sekting the desired site
in the @ndor submit file, or via globe®b-run command as in phase 1.

CSRosetta tests johgere successfully submitted and executed in two ways:

1. Using the condor_submitcommand with aCondor submit file obtained by
translating theEMI/gLite JDL (Job Description Language) file used in phase 1
and similar to the ones used in production by the WeNMR portal

2. Using the SAGA Python API implemented by the Louisiana State University tears
[4].

These testing jobs were run under a personal user account and were properly monitored by
the Condor view tool available from the SBGrid Science Portalhasn in Figure 7. However,
the grid accounting system adopted by OSG is GriiJaThe Gratia Projead(contributed as an
OSG Activity) designs and deploys robust, scalable, trustable and dependable grid accounting,
publishes an interface to the services and provides a reference implemeritagoGratia
system consists of many probes operating on ahohdimg data from remote locations to a
network of one or more collectoeporting systemd&he Gratia accounting for the WeNMR test
jobs was therefore enabled by deploying the Gratia probes on the Condor submit node-of INFN
Padova. This required the inkation of two software packages and thecomfiguration of the
Condor instanceA cron job then sendhe accounting recosttollectedat the submit node to the

11
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OSG Gratia web sitgratiaweb.grid.iu.eduMany interesting histograms aeailable from this
web site All of them can be querie by selecting User, VO and ev&O group/role An
example of view is shown in Figure 8.

Figure 7: Testing jobs statistics as seen by the &Bid Science Portal via the Condor view tool

Figure 8: Testing jobs accounting by VO and user as seéy Gratia web site
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