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1. Introduction

Many research activities, from several science fields, rely on data simulation, which is a high
CPU-consumer. Sequential computation may require months or years of CPU time, so a loose-
parallel distributed execution is expected to give benefits to these applications. In fact, the large
number of storage and computation resources offered by a grid environment allows to consistently
reduce the computing time by splitting the whole task in several parts and executing each part on a
separate node.

The potentially intensive grid usage by a large variety of research communities is limited by
the difficulty of using the complex software infrastructure of grid computing.

High energy physics experiments made a pioneer work [1, 2, 3] on this but their software,
in terms of resource and workload management tools, is still hardly usable by small and mid-
size organizations that may have similar computational requirements, mostly owing to the large
technical expertise needed.

In the past years some disciplines approached grid technologies. We can mention geol-
ogy, oceanography, computational chemistry, astronomy, satellite earth observation, climate study,
medicine and biology [4, 5, 6, 7, 8]. Grids are being used in health-care in a various ways. There
are three main types of grids that can be used: computational grids being used to solve large-scale
computation problems in health-care research; data grids that don’t share computing power but pro-
vide a standardized way for data mining and decision support and collaborative grids that let users
share information and work together on extremely large data sets. In particular, bioinformatics
evaluates applications in the fields of genomics, proteomics, transcriptomics and drug discovery,
reducing data calculation times by distributing the calculation on thousands of computers using the
grid infrastructure network. The potential of large distributed computing infrastructures is crucial
when dealing with both the complexity of models and the enormous quantity of data, for example,
in searching the human genome or when carrying out docking simulations for the study of new
drugs.

We developed a prototype software suite that can be seen as a lightweight framework for
generic experiments, which focuses on basic functionality, designed specifically for organizations
that cannot afford to use the more specialized HEP frameworks but require an easy-to-use interface
to the grid.

LHC experiments, in collaboration with grid organizations, during last ten years developed
workload and data management systems like Panda [9], Dirac [10] and Alien [11], which give ex-
cellent results in terms of efficiency and reliability; these positive results are however not achieved
with simplicity of configuration and maintenance. General-purpose goal perspective and, in gen-
eral, matching small and mid size VOs requirement are not included.

The development of the general-purpose framework described here started from the need of
the SuperB project [12, 13, 14], a new High Energy Physics (HEP) experiment, of a grid based
detector simulation facility. Section 7 of this paper gives a detailed description of the SuperB ex-
periment and its system utilization case. The effort developing a distributed simulation production
system capable of exploiting multi-flavor grid resources resulted in a general purpose design based
on a minimal set of standard grid services capable to fit the requirements of many different Virtual
Organizations. A web-based user-interface has been developed which takes care of the database
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interactions and of the job preparation; it also provides basic monitor functionality. The web inter-
face provides a submission interface allowing an automatic submission to all the available sites or
a fine grain selection of job submission parameters.

The customization of the web-interface, the bookkeeping database, job executable and site
requirements are the key points to achieve the goal as well as small installation and configuration
footprint.

2. Project goal, conceptual design and requirements

The project we describe in this paper refers, as background computational environment, to
the science grid and more specifically to the LHC Computing Grid (LCG) [22]. A community
in grid environment takes the name of Virtual Organization (VO). The project intends to provide
an all-in-one software tool giving to small-/mid-size VOs such as experiments, organizations, or
communities in general access to distributed resources. Such a tool suite should allow an easy,
quick and highly customizable access to the grid resources while keeping the technical details
hidden to the client organization. The underlying idea is to minimize the platform requirements in
terms of hardware and human resources, development efforts and grid service customization and
configuration. The project was designed to manage client applications built up to perform Parallel,
Embarrassingly parallel (EP), Coarse-grained (often EP) calculations. The design has been kept
light and is based on a minimum set of standard grid services.

Web portal provides a session section dedicated to VO specific task definition. The session
interface compilation should be the first act of the VO manager: it customizes its specific work
environment. This step will adapt the framework to specific requirements of the VOs and their ex-
periments. More in detail, it includes the definition of job run time environment and job executable
parameters, the creation of input and output datasets creation, the recording of application versions
and of distributed resources activation.

The following list summarizes the requirements on the technical framework:

e The enabled grid initiatives are European Grid Infrastructure (EGI) [15], Open Science Grid
(OSG) [18] and all the grid infrastructures adopting gL.ite [17] middleware

e The client VO should be defined and enabled at involved grid sites
e Jobs should run where the data to be accessed reside (data driven paradigm)

e Job input files should be of the order of 10GB, job output files should be smaller than 3GB
each, RAM consumption should be smaller than 1GB

o A glite User Interface (UI) should host the framework suite including the backend sub-
systems: Ganga, PostgreSQLY, Apache, Lcg-Util (see next section for details)

o Atleast 1 Storage Element (SE) should be available to store jobs result
e Atleast 1 SE should be available for job input retrieval per site

The system can be replicated and work properly in any EGI site where the related VO has been
enabled. The grid services the system relies on can be reached and utilized by remote access.
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3. Distributed infrastructure

The framework design is based on a number of VO-enabled sites and one site for the central
submission, where the framework is installed. Submitted jobs are instructed to transfer the output
files to a predefined target site, discriminating on execution meta-data. The web interface can define
a target site for each defined output dataset. A database system is mandatory in order to store all
meta-data related to the session input and output files and to allow the retrieval of information.
Moreover, it stores the execution status of the jobs and site usage information. The submission
scheduling is also based on this database.

The system design assumes a main EGI site hosting the job submission manager, the book-
keeping database and a storage repository. Jobs submitted to remote sites transfer their outputs to
the Storage Element of a predefined target site and update the bookkeeping database.

Each site may implement different grid flavors. One of the main problems interfering with
the grid concept regards the cross grids interoperability [16]: many steps forward have been done
towards a solution and nowadays the choice of using the EGI Workload Manager System (WMS)
permits to transparently manage the jobs lives through the different grid middlewares.

The grid services involved in system workflow are widely adopted and long-term supported
by grid initiatives; specific attention has been given in selecting the compatible with multi-flavor
grid projects. A brief list of the main employed components follows:

e Job brokering service: the Workload Manager System in addition to the job brokering spe-
cific tasks, manages jobs across different grid infrastructures (OSG, EGI, NorduGrid [19],
WestGrid [20], etc), performs job routing, bulk submission, retry policy, job dependency
structure, etc

o Authentication and accounting system: Virtual Organization Membership System (VOMS)
[21] is a service developed to solve the problems of granting users authorization to access the
resources at the Virtual Organization (VO) level, providing support for group membership
and roles.

e File meta-data catalog: the LCG File Catalog (LFC) [22] is a catalog containing logical to
physical file mappings. In the LFC, a given file is represented by a Grid Unique Identifier
(GUID). Data handling: LCG-Utils [23] allows to perform data handling tasks in a fully
LFC/SRMV2 compliant solution.

e Job management system: GANGA [24, 25] is an easy-to-use front-end for job definition and
submission management implemented in Python. It provides interfaces for different back-
ends (LSF, gLite, Condor, etc.) and includes a light job monitor system with a user-friendly
interface. The framework has been configured to use LCG back-end, cross-compatibility
among different grid-middleware is guaranteed by the WMS service.

e Storage resource manager: SRM [26] provides data management capabilities in a grid en-
vironment to share, access and transfer data among heterogeneous and geographically dis-
tributed data centres. StoRM [27, 28], dCache [29], DPM [30], Lustre [31] and Hadoop [32]
are some implementations in use by the remote production sites.
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4. Bookkeeping database

Both the job submission system and the individual user need a way to identify data files of
interest and to locate the storage holding them. Moreover the prompt availability of information
on the execution status of jobs and their specific parameters is crucial to the users in order to plan
their activities and summarize the results. To make this possible, the developed framework needs a
data bookkeeping system to store the semantic information associated to data files and keep track
of the relation between executed jobs and their parameters and outputs. The bookkeeping database
is extensively used by the job management system in order to schedule subsequent submissions
and bring detailed job status and updated site availability information.
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Figure 1: Job life cycle interactions with SuperB bookkeeping database (SBK).

The bookkeeping database was modeled according to the general requirements of a typical
simulation production application; its design is sufficiently general to accommodate several use
cases from many fields of science while still being self-consistent and structured. Moreover, the
schema can be easily extended in order to take into consideration specific requests by new applica-
tions still keeping core functionality unaffected.

The present design of the centralized database adheres to the relational model and its current
implementation makes use of PostgreSQL rDBMS in a centralized way. The practicability of
including and integrating a different data model, schema-free and/or document oriented [33], for
instance, is under study. This may help in extending the capabilities of the present, centralized
system, by making easier the inclusion of new attributes and structures and moving towards a
distributed database solution which can exploit a incremental replication with bi-directional conflict
detection and management.

As discussed in the next sections, the bookkeeping database needs to interact both with the
submission portal and the job in execution on the WNs. Depending on the sender/receiver these
communications are therefore managed by a direct interface to PostgreSQL or a RESTful interface
[34]. The latter case is required from remote sites because typically only outbound communication
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Figure 2: Job life cycle schema.
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over http/https is allowed. Strong authentication, by means of X509 proxy certificates over https,
is used to grant jobs access to the database.

It is important to stress that such an intensive use of the bookkeeping database by our frame-
work is crucial and distinguishes it from other portal-like solutions available to the community.

5. Job workflow

The submission model is based on direct job brokering on computational resource, without a
pilot model. The resource availability monitor allows the system to individuate free resources and
efficient sites using standard tools and multiple algorithms: Nagios service availability monitor,
effective site banning procedure based on last job bunch efficiency per site.

Job stage in and stage out have been managed via a pure LCG-Utility tool suite; SRMV?2
protocol is at the base of all the file access tasks, a failover command chain and retry mechanism
guarantees a high efficiency in transfers operations.

The job workflow shown in Fig. 2 is synthesized in the following three steps:

1 Pre-submission steps: the VO managers should install the VO software on all the enabled
sites into the official software area. The job input files to be accessed during stage in phase
should be transferred to the site’s SEs, these transfers should be performed via ClientSRM
or LCG-Utils commands ensuring that the files will be recorded into the LFC catalog using
replication model. These operations should be performed once per submission set, whenever
the application will change its input and software dependencies; in section 7 the SuperB
experiment real case has been described; in such a scenario the VO manager is asked to
perform pre-submission steps on a simulation production frequency base, about every five
months.
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2 Job preparation and submission: the web portal provides the interface for job preparation
in terms of definition of specific session setup, executable parameters and distributed re-
sources selection. The portal works with session manager VOMS proxy identity, it permits
job submission and monitor task to be performed in complete integration with proper grid
environment. Submission type is limited to bulk approach and is managed by a Ganga engine
configured for such task.

3 Job running time: WMS service routes the job to the requested CE and takes care of grid
flavor interoperability. The job starts on a remote site worker node with a general environ-
ment test check, subsequently performs the transfer of input files from local SE, launches the
VO specific executable and finally sends back to target site SE the generated output and log
files. During its entire life cycle the job communicates its status updates to the database via
RESTful protocol. Input and output file transfers are performed by LCG-Ultilities commands
allowing run time file registration to the catalog service, LFC.

6. Web interface

An automated submission procedure is of the utmost importance in order to speed up the user
workflow completion, to keep data and meta-data consistent, and to provide an easy-to-use interface
for non-expert users. As a matter of fact, the major hurdle in accessing the grid infrastructure for
non-expert users is given by its intrinsic complexity and their lack of expertise. To accomplish this
task, a Web-based user interface has been developed, which takes care of the bookkeeping database
interactions, the job script preparation according to the user’s input, and the job management; it
also provides basic monitor functionality and procedures to query the stored meta-data. The various
grid monitor projects nowadays in place can be fully used side by side with the system embedded
monitor features.

The Web-interface has been developed in PHP server-side scripting language and makes use
of Javascript for AJAX functionality. Obviously, it is strictly bound to the bookkeeping database
in order to allow the job definition (job initialization phase) and monitoring. It may present several
sections, depending on how many job types (executables or set of executables) should be submitted;
each of them is divided in a submission and a monitor subsections. Their contents, which mainly
consist of web forms, are dynamically generated from the bookkeeping database schema and state
in order to include the job-type specific fields. At present time, VO specific constraints should be
configured in the Web-interface; although this is a minor effort to cope with, in order to provide
an agnostic tool, a completely user-configurable interface is under development. It includes an
additional abstraction layer and a corresponding configuration interface.

The Web-interface provides basic monitoring features by means of querying the bookkeeping
database and Logging and Bookkeeping (LB) service. The user can retrieve the list of jobs as a
function of their unique identifier (or range of them), their specific parameters, the execution site,
status, and so forth. The monitor provides, for each job, the list of output files, if any, and a direct
access to the corresponding log files. Reports on output file size, execution time, site loading, job
spreading over workflow requirements, and the list of the last finished jobs (successfully or with
failures) are also provided, see Figure 4. In Figure 3 is shown the portal interface dedicated to shift
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takers: submission action can be performed per site or on all the enabled sites, submission bulk
size per site is predefined in the resource interface. In case of site failure the interface permit the
submission of a special test job bunch configured to retrieve log files directly on bookkeeping DB
with an increased debug information level. Sites status can be toggled depending on test results.
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Figure 3: Shift taker portal interface. Figure 4: Job monitor portal interface.

The authentication and authorization layer is based on Grid Security Infrastructure (GSI). It
makes use of myproxy server to realize a VOMS proxy certificate authentication to permit job
submission by web portal and to assure secure communication between job and bookkeeping DB.
Web portal access is realized via secure socket layer on https protocol. A web portal submission
triggers the launch of a GANGA session, which takes care of submissions of a Python parametric-
script to the remote sites. The latter is the effective job that will run on the remote site WNs and
will communicate remotely with the bookkeeping database and execute the real user’s application.

7. Real case and discussion

The framework conceptual design has been implemented in a prototype serving the use case
given by the SuperB project [38, 39]. The SuperB asymmetric energy e e collider and detector to
be built at the newly founded Nicola Cabibbo Lab [40] will provide a uniquely sensitive probe of
New Physics in the flavor sector of the Standard Model. Studying minute effects in the heavy quark
and heavy lepton sectors requires a data sample of 75ab~! and a luminosity target of 103°cm=2s!.
SuperB is an international enterprise, which will study rare decay of the b quark, in search of new
physics beyond the Standard Model, in channels complementary to the searches made at the LHC.
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The requirements of the project include the production of a large number of Monte-Carlo
simulated events in a limited amount of time. In particular, the SuperB project needs two types
of Monte-Carlo simulations executables, the Full- and the Fast- simulation [42]. Both simulations
can produce several types of events, depending on a set of parameter given to the executable at
run-time, and may use a few files as input.

The INFN-Tier 1 site at CNAF in Bologna, Italy, has been chosen as the EGI framework ser-
vice site; it provides the User Interface to the grid and deploys the core functionality of the frame-
work. The distributed computing infrastructure includes 15 sites in Italy, France, UK, USA and
Canada, which deploy three different grid middleware (EGI/gLite, OSG/Condor, Westgrid/gL.ite).
Others will be included in the near future. Each site has been carefully configured by enabling
the “superbvo.org” VO, installing the software executables and recording in their Storage Ele-
ments the required input files. The prototype has been specialized and customized to fulfill the
application-specific requirements in terms of authentication/authorization mode, job parameters
uses, data manipulation operations, job scheduling and monitoring.

The general-purpose framework has been successfully used for intensive production cycles of
both Full- and Fast Simulation [43]. More than 11 billion simulated events have been produced.
Over an effective period of 4 weeks, approximately 180000 jobs were completed with a 8.5%
failure rate, mainly due to executable errors ( 6%), site misconfigurations ( 23.5%), proxy expi-
ration ( 47%), and temporary overloading of the machine used to receive the data transfers from
the remote sites ( 23.5%). The peak rate reached 7000 simultaneous jobs with an average of 3500.
The total wall clock time spent by the simulation executables is 195 years. The distributed infras-
tructure and the developed framework prototype have been fundamental in achieving the SuperB
production cycles goals. The online and offline monitor included with the web-interface keeps
the meta-data information stored in the bookkeeping database available for querying and further
processing and analysis.

Other projects with similar objectives can be found in literature. For instance, WS-PGrade/gUSE
[44] is a complete web portal solution for the development, execution and monitoring of workflows
and workflow based parameter studies on various grid platforms. It screens low-level grid access
mechanisms and is used by other projects as their base framework. ComputER [45] and SHIWA
[46], for example, offer grid access to scientific communities by customizing and developing new
features on top of WS-PGrade. Diane [47] is another tool providing an easy access to the grid
infrastructure to application communities. JST [48], a web-based tool, helps in subdividing large
applications in independent tasks and executes them on the grid nodes; several bioinformatics ap-
plications use this tool to exploit grid resources.

Our framework provides an integrated bookkeeping database with the possibility to customize
it to the needs of various research communities. The job management system, moreover, makes
intensive use of these bookkeeping data in order to monitor job and infrastructure status. These
functionalities address both the user requirement of keeping track of specific job meta-data and the
goal of building a light-weight framework. These characteristics are distinctive of our suite.
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