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1. Introduction

With the recent announcement [1] of an Englert-Brout-HiggBH) [2] candidate boson af-
ter the start-up and successful running of the LHC, the enaretision QCD, wherein the total
precision tagH_s 1% or better, is upon us. The attendant rareekbct, amplitude-based resumma-
tion of large higher order effects is now more paramount jémnof the expected role of precision
comparison between theory and experiment in determiniagl¢hailed properties of the newly dis-
covered EBH boson candidate. It has been argued elsewhelietifiat such resummation allows
one to have better than 1% theoretical precision as a rieajisal in such comparisons. Here, we

resent the status of this approach to precision QCD for tH€ lith the attendant IR-improved

GLAP-CS [5, 6]I theo_r?; [7, 8] realization via HERWIRI1.032][in the HERWIG6.5 [10] envi-
ronment in mterkﬂzg with NLO exact, matrix element matcpedon shower MC precision issues.
We employ the @NLOéll] methodology to realize the atterideact, NLO matrix element
matched parton shower MC realizations in comparisons witkemt LHC data.

In the discussion we continue the strategy of building orstexgy platforms to develop and
realize a path toward precision QCD for the physics of the LM@ exhibit a union of the new
IR-improved DGLAP-CS theory and MC@NLO. We are also purgtiire implementation [12] of
the new IR-improved DGLAP-CS theory for HERWIG++ k/lIB], HERRVY++, for PYTHIAS8 [14]
and for SHERPA [15], as well as the corresponding NLO MEfraghower matching realizations
in the POWHEG [16] framework — one of the strongest crosslhen theoretical precision is the
difference between two independent realizations of trendtnt theoretical calculation.

We set the stage for the proper exposition of the interplaywéen the NLO ME matched
parton shower MC precision and the new IR-improved DGLAPHZ®ry in the next section by
showing how the latter theory follows naturally in the effty obtain a provable precision from
our approach [4] to precision LHC physics. We review thiselagpproach in the next section as
well. We then turn in Section 3 to the applications to the néckata on single heavy gauge boson
production at the LHC with an eye on the analyses in Refs. {#h® analogous processes at the
Tevatron. We will focus in this discussion on the singlesZproduction and decay to lepton pairs
for definiteness. The other heavy gauge boson process dken up elsewhere [12].

2. Brief Recapitulation

The starting point for our discussion may be taken as thg @lifferential representation
do = [ dadxeFi (xa)F; (xe)ddresxaes) (2.1)
1)

of a hard LHC scattering process using a standard notatidghasdhe{F;} andddyes are the re-
spective parton densities(PDFs) and reduced resummeditiadntial cross section, where the
resummation is for all large EW and QCD higher order coreextiin order to achieve a total pre-
cision tag of 1% or better for the total theoretical precisid (2.1). The proof of the correctness of
the value of the total theoretical precisify, of (2.1) is the basic issue for precision QCD for the
LHC . This precision can be represented as folldvwg; = AF @& AGresWhereAA s the contribution

of the uncertainty on the quantifyto Aow!. The proof of the correctness of the value of the total
theoretical precisiofay, is essential for validation of the magf lication of a givendiedical predic-
tion to precision experimental observations for the sig the backgrounds for both Standard
Model(SM) and new physics (NP) studies, and more specifid¢ail the overall normalization of
the cross sections in such studies. We cannot emphasiz thrat NP can be missed if a calcu-
lation with an unknown value dioy, is used for the attendant studies. We note that Aetgis the
total theoretical uncertainty that comes from the physicatision contribution and the technical
precision contribution [17]: the physical precision cdmition, Aat'?,hys, arises from such sources
as missing graphs, approximations to graphs, truncationshe technical precision contribution,
Aottﬁ"h, arises from such sources as bugs in codes, numerical rauediors, convergence issues,

etc. The total theoretical error follows from

Ao = DoE™°® A (2.2)

IHere, we discuss the situation in which the two errors in theation forAay, are independent for definiteness; the
equation for it has to be modified accordingly when they ate no
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As a general rule, the desired value fawy,, which depends on the specific requirements of the
observations, should fulfilhoy, < fAGexpt. HereAdept is the respective experimental error and

f< % so that the theoretical uncertainty does not significardlyeesely affect the analysis of the
data for physics studies.

With the goal of realizing such precision in a provable wag, have developed the QCD
QED resummation theory in Refs. [4] for the reduced cross@emn (2.1) and for the resummation
of the evolution of the parton densities therein as well. because the theory in Refs. [4] is
not widely known, we recapitulate it here briefly. The masbemula for our resummation theory
may be identified as

&kj,

dGres = eSUMR(QCED) Zﬁm:o ﬁ J rl?lzl ki

ng_ld;& i %éy'(pﬁ‘%*pZ*qZ*ZkJ'l*Zk'J'z)JFDQCED

=17K;,
n . d®pp d®
[Bn,m(kl,...,kn,k’l,...,k{n)p—zﬁ’,zygz, (2.3)

wheredaysis either the reduced cross sectitdies or the differential rate associated to a DGLAP-
CS [5, 6] kernel involved in the evolution of thg=} and where thaew (YFS-style [18])non-

Abelian residualsBm(ki, - . ., kn; K1, .. ., K,) haven hard gluons andh hard photons and we show
the final state with two hard final partons with momeptaq, specified for a genericf2final state
for definiteness. The infrared functions SYWVQCED), Dqcep are defined in Refs. [4,7,8]. This
simultaneous resummation of QED and QCD large IR effectzdste

We have shown in Refs. [7-9] that the methods in Refs. [19gR@] approximations to our

hard gluon residualfy; for, the methods in Refs. [19, 20], unlike the master formul (2.32, are
not exact results. The threshold-resummation methods fis. R9], using the result that, for any
function f(z),

1
<(Z f
< (7) max|t@),

1
/ dz" 11(2)
0

drop non-singular contributions to the cross sectioaat 1 in resumming the logs in-Mellin
space. The SCET theory in Refs. [20] drops term&' 0 ) at the level of the amplitude, whede=
//\/Q for a process with the hard scalewith A ~ .3GeV so that, foQ ~ 100GeV,A = 5.5%.

The known equivalence of the two approaches implies thatttues in the threshold resummation
must be similar. We can only use these approaches as a gude new non-Abelian residuals as
we develop results for the sub-1% precision regime.

As it is explained in Refs. [4], the new non-Abelian resi&ﬁhn allow rigorous shower/ME

matching via their shower subtracted analogsn — Bmn Where theBmn have had all effects in
the showers associated to t{fg } removed from them and this naturally brings us to the attenda
evolution of the{F;}. For a strict control on the theoretical precision in (2\i$ need both the
resummation of the reduced cross section and that of thex &tolution.

When the QCD restriction of the formula in (2.3) is appliedhe calculation of the kernels,
Pag, in the DGLAP-CS theory itself, we get an improvement of tRelimit of these kernels, an
IR-improved DGLAP-CS theory [7-9] with new resummed kesre{z", which are reproduced
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here for completeness:

1+27
Pc?c;(p(z):CFFYFS(Vq)e%aq %(1—2)"“— fa(yq)0(1—2)|,

2
Hlt(1-22,
z
1-z
z

PEP(2) = CeFres(o)e?

z
PER(2) = 2CaFvrs(ye)e2% { =26 + T 51-2%

3 E(1-2) 42126 — T(y6)5(1-2),
Po (2 = FYFS(VG)G%CSG%{ZZ(l— 2)%6 + (1—2)%2¢}, (2.4)

where the superscript “exp” indicates that the kernel haslbesummed as predicted by Eq. (2.3)
when it is restricted to QCD alone, where the YFS [18] infdafactor is given byFyes(a) =
e %2/I (1+ a) whereCg is Euler's constant and where the respective resummatioatiéins
Ya, O, fa, A = @, G are given in Refs. [7, 8]. Cr(Cg) is the quadratic Casimir invariant for the

quark(gluon) color representation respectively. Frons¢heew kernels we get a new resummed
scheme for the PDFs and the reduced cross section:

Fj, 6 — Fj, ' for

2.5
Psq(2) — Peq (2); €tc, (@5)

with the same value foo in (2.1) with improved MC stability [9] — we do not need an IR-aif
‘ko’ parameter in the attendant parton shower MC based on thekeawels. Note that, while the
degrees of freedom below the IR cut-offs in the usual showsrsdropped in those showers, in
the showers in HERWIRI1.031, as one can see from (2.3), hegees of freedom are integrated
over and included in the calculation in the process of gaimgrahe Gribov-Lipatov exponenig
in (2.4). The new kernels agree with the usual kernel§'@ts) as the differences between them
start in ﬁ(asz), so that the NLO matching formulas in the MC@NLO and POWHE4Bfeworks
appl?/ directlfl to the new kernels for exact NLO ME/shower chitg.

n Fig. 1 we show the basic physical idea of Bloch and Nords{@8] underlying the new
kernels: an accelerated charge generates a coherent fstaey oft massless quanta of the re-

Gz - Y,6)

Soft Gluon Cloud
——
Gi(&1)  Gel(&)

: g &

q q(1 - =)
g—q(l—2)+GRG - - @Gy, £=0,---,00

Figure 1. Bloch-Nordsieck soft quanta for an accelerated charge.

spective gauge field so that one cannot know which of the tgfofipossible states one has made
in the splitting procesg(l) - q(1—2) +G®G;---® Gy, £ =0,--- o illustrated in Fig. 1. The

2The improvement in Eq. (2.4) should be distinguished fromrésummation in parton density evolution for the
“z— 0" Regge regime — see for example Ref. [21,22]. This lattgarowement must also be taken into account for
precision LHC predictions.
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new kernels take this effect into account by resumming thrade’ ((orsln(/‘i—zz) In(1— z))”) when

z— 1is the IR limit. From (2.5) and (2.1), one can see that wherugual kernels are used these

terms are generated order-by-order in the solution for tbgscsectioro in (2.1). Our resumming

of these terms enhances the convergence of the represaritaP.1) for a given order of exactness

in the in input perturbative components therein. In the sextion we illustrate this last remark in

f_hﬁ é:c()jntext of the comparison of NLO parton shower/matmxrent matched predictions to recent
ata.

3. Interplay of NLO Shower/ME Precision and | R-Improved DGLAP-CS Theory

Here, we compare new MC HERWIRI1.031 [9] with HERWIG6.510tHhwith and with-
out the MC@NLO [11] exactU(as) correction to illustrate the interplay between the attemda
precision in NLO ME matched parton shower MC’s and the newntiRrovement for the kernels
realized in Herwiril.031, where we use the new LHC data foraseline for the comparison.

For the singleZ/y« production at the LHC, we show in Fig. 2 in panel (a) the conspar
between the MC predictions and the CMS rapidity data [25] ianganel (b) the analogous com-
parison with the ATLASP; data, where the rapidity data are the combieéd™ — u— ™ results

and thepr data are those for the bagee™ case, as these are the data that correspond to the theoret-
ical framework of our simulations —we do not as yet have ¢ ealization of all the corrections
involved in the other ATLAS data in Ref. [26]. These resulisdd be viewed with an eye on our
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Figure 2: Comparison with LHC data: (a), CMS rapidity data oy {*) production toete™, utu-
pairs, the circular dots are the data, the green(blue) laves HERWIG6.510(HERWIRI1.031); (b),
ATLAS pr spectrum data onZ({/y*) production to (baree™e™ pairs, the circular dots are the data,
the blue(green) lines are HERWIRI1.031(HERWIG6.510). &ihb(a) and (b) the blue(green) squares
are MC@NLO/HERWIRI1.031(HERWIG6.510(PTRMS 2.2GeV)). In (b), the green triangles are
MC@NLO/HERWIG6.510(PTRMS=0). These are otherwise untuned theoretical results.

analysis in Ref. [9] of the FNAL data on the singl¢y* production in p collisions at 1.96 TeV.
In Fig. 11 of the secon\oll\)oaper in Ref. [9], we showed that, wherntrinsic rmspr parameter
PTRMS is set to 0 in HERWIGBG.5, the simulations for MC@NLOMRIEIG6.510 give a good fit
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to the CDF rapidity distribution data [28] therein but thay mbt give a satisfactory fit to the DO
pr distribution data [29] therein whereas the results for MCI@)%—|ERWIRI1.03_1 give good fits.

to both sets of data with the PTRMS0. Here PTRMS corresponds to an intrinsic Gaussian
distribution in pr. The authors of HERWIG [27] have emphasized that to get gdeddiboth
sets of data, one may set PTRMS?2 GeV. Thus, in analyzing the new LHC data, we have set
PTRMS= 2.2GeV in our HERWIG6.510 simulations while we continue toBRERMS= 0 in our
HERWIRI simulations.

Turning now with this perspective to the results in Fig. 2, see confirmation of the finding
of the HERWIG authors. To get agood fit to both the CMS rapidiya and the ATLAST data,
one needs to set PTRMS 2GeV [30] in the MC@NLO/HERWIG6510 simulations. We again
see that at LHC one gets a good fit to the data for both the tgpaaid thepr spectra in the

MC@NLO/HERWIRI1.031 simulations with PTRMS 0. In quantitative terms, thg?/d.o.f. for
the ragidity data angy data are &72,.72)((.70,1.37)) for the MC@NLO/HERWIRBLOMC@NL
O/HERWIG 6510(PTRMS=2.2GeV)) simulations. For the MC@NHEBRWIG6510(PTRMS=0)
simulations the corresponding results are (.70,2.23).

The usual DGLAP-CS kernels require the introduction of adhatrinsic Gaussian spread
in pr inside the proton to reproduce the LHC data on ghedistribution of theZ/y* in the pp
collisions whereas the IR-improved kernels give a bettéofihe data without the introduction of
such. This hard PTRMS is entirely ad hoc; 1t is in contradictivith the results of all successful
models of the proton wave-function [31], wherein the scdlé & < .4GeV. More importantly,
it contradicts the known experimental observation of pcemes Bjorken scaling [32, 33], where

the SLAC-MIT experiments show that Bjorken scaling occurealy atQ? = 1, Ge\? for Q? =

—qg? with g the 4-momentum transfer from the electron to the pratothe famous deep inelastic
electron-proton scatterlngﬂprocess whereas, if the pratostituents really had a Gaussian intrinsic
pr distribution with PTRMS= 2GeV, these observations would not be possible. What can now
argue is that the ad hoc PTRMS2.2GeV value is a phenomenological representation of the more
fundamental dynamics realized by the IR-improved DGLAP+&ory. Is it possible to tell the
difference between the two representations of the datagin2i

Physically, one expects that more detailed observatioosldlbe able to distinguish the two.
Indeed, in Fig. 3 we show the MC@NLO/HERWIRI 1.031(blue sgspand MC@NLO/HER
WIG6510(PTRMS=2.2GeV) (green squares) predictions ferajy* mass spectrum when the
decay lepton pairs are required to satisfy the LHC type requént that their transverse momenta

{p%, pt} exceed 20 GeV. As the peaks differ by 2.2%, the high precidata such as the LHC

\ Vector boson mass distribution |

pl.p > 20 Gev
DGLAP-CS

— IR.Imp.DGLAP-CS
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Figure 3: Normalized vector boson mass spectrum at the LHGyidtepton > 20 GeV.

ATLAS and CMS experiments will have (each already has overl®° lepton pairs) will allow
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one to distinguish between the two sets of theoretical ptietis. Other such detailed observations
may also reveal the differences between the two represamdatf parton shower physics and we
will pursue these elsewhere [12]. In closing, two of us (Aavid B.F.L.W.) thank Prof. Ignatios
Antonliadig for the support and kind hospitality of the CERN Unit while part of this work was
completed.
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