PROCEEDINGS

OF SCIENCE

LOFT Simulation Toolkit

Christian Schmid * Thorsten Brand, Matthias Kiihnel, Michael Wille, J6rn Wilms
Dr. Remeis-Observatory & ECAP, University Erlangen-Nubeng, Germany
E-mail: chri stian. schm d@t ernwarte. uni - erl angen. de

Riccardo Campana, Immacolata Donnarumma, Yuri Evangelista
INAF-IAPS Roma, Italy

The Large Observatory For X-ray TiminOFT) has been selected by ESA as a candidate for
the Cosmic Vision M3 launch slot. The mission concept cosgxa Large Area Detector (LAD),
which is a collimated instrument with an assembly of Sili€ift Detectors (SDDs) providing an
effective area of-10n? at 8keV and excellent timing capabilities. The second imsent aboard
LOFT, the Wide Field Monitor (WFM), consists of several coded meakieras monitoring a
large fraction of the sky and therefore providing the calitglid detect transient events.

We have developed a Monte Carlo simulation software in dimewvestigate the performance of
LOFT during the current assessment phase. The simulation pgedusample of virtual photons
for a given X-ray source specification, which is defined inSflPUT file format. These photons
can be processed by a model of the LAD contained in the sadtwackage or with a particular
instrument simulation of the WFM developed at INAF/IAPS RorRar access to simulations of
the LAD a web interface is provided.

In this paper we present the general design of the simulabétware and show an analysis of the

timing performance of the LAD as an example illustratingciapabilities.
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1. Introduction

The LOFT mission [2, 7] will be a very powerful tool to address physical questiefeted to
strong-field gravity and ultra-dense matter. Its LAD with an energy raf@e-80keV (the range
30-80keV has a coarse energy resolution) provides a gigantic effestta of~10n? at 8keV
and an excellent time resolution [11]. The WFM will enable the monitoring andi¢ection of
transient X-ray sources in the same energy range [3].

LOFT has been selected by ESA as a candidate for the Cosmic Vision M3 laundh siet
time frame 2022—-2024 and is currently undergoing an assessment phtge.context numerous
investigations of the technical and scientific aspects of both instrumentequiged. Many of
these studies are based on simulations in order to account for a largg earedevant instrument-
specific features.

In the following we present a Monte Carlo simulation toolkit that allows a detaietlyais of
the performance of the instruments.

2. Simulation Software

The simulation software has originally been developed for performanestigations of a
number of other astronomical X-ray instruments, such as eROSITaRBandIXO/Athena[10].
It has been adapted to the setup of @FT mission.

The software is written in C and implements a common interface by using the APlbRIty
for parameter input. Access to input and output files is based on the Ré€Tf®riinat in order to
provide compatibility with common data analysis tools. This approach is also gedgay using
standard calibration files to define the properties of the simulated instrumeh&s.sefup of a
particular instrument model is defined by a set of parameters in an XMLguoafion file. The
software therefore provides flexibility to investigate the impact of modificationise instrument
design as well as physical accuracy for a detailed performance &nalys

The simulation is processing individual photons. A simulated observatiorpaftecular tar-
get comprises two steps. First a sample of X-ray photons is produced basa given source
specification. Then these photons are input to the respective instrumeet rirothe implemented
approach a simulation is set up as a pipeline of several tasks, as shoignin F

The first part of the pipeline, which produces a sample of X-ray phot@arsdeliver input for
the LAD as well as for the WFM instrument model. The presented softwarkaga contains a
model for the LAD comprising the collimator and the array of SDDs. A modetlerWFM is
developed separately [5, 6]. It accepts the sample of generated phicigns as input a simulates
an observation with the coded mask cameras.

2.1 Photon Sample

In order to produce a sample of photons, it is necessary to specify seeveldl X-ray sources.
The simulation software relies on the SIMPUT file format'[9lt provides a powerful approach
to describe astronomical sources with various features comprising detaigedy spectra, timing

Ihtt p: // hea- ww. har var d. edu/ HEASARC/ f or mat s/ si nput - 1. 0. 0. pdf
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Figure 1: A simulation is set up as a pipeline of several tasks. Thegrhgéneration as a universal tool can
deliver input for both the LAD and the WFM instrument models.

properties, and spatial extension as input for simulations. The souec#isations in SIMPUT
are independent of the regarded instrument. We provide a sample of g1Mlles assembled for
different source categories, which can be used as input for simulations

The individual photons produced from the source specification aeacterized by their en-
ergy, their arrival time at the instrument, and their direction of origin.

2.2 LAD Instrument Model

The produced photons can be processed with both instrument modeld &fhas presented
below, and the WFM, which is described by [5, 6]. The LAD consists oabgls with 21 mod-
ules each. One module comprises 16 SDDs. The SDDs are illuminated fromothéhrough a
collimator limiting the field of view and avoiding photons from sources other thamattyet.

Instead of taking into account the physical interaction processes oidodi photons with
the collimator or the detector material as in a GEANTA4 [1, 8] simulation, our softvedies on a
simplified approach in order avoid extensive computational effort. Tlegast steps are modeled
by randomization processes based on standard calibration files such AREhand the RMF,
reflecting the instrument characteristics related to the collimator and the detadtguaranteeing
physical accuracy. The transmission of photons through the collimatoth@ndetermination of
the their impact positions of the SDDs depends on the pointing direction of ttnerirent, which
is specified in a particular attitude file, and the diameter of the field of view. Additievents
are inserted according to the estimated LAD background model. The spiré¢fael charge cloud
produced by an absorbed photon and the measured signal are calevitatehe model presented
by [4]. The implementation of the signal processing focuses on the rel&aatures in order to
analyze phenomena such as dead time effects or pile-up.
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(a) Attenuation of the count rate observed with thgb) Power spectrum of Poisson noise for different source

LAD due to dead time introduced by the analog tofluxes, as observed with the LAD. At very high fluxes the

digital conversion of the detected signals. Data arshape significantly deviates from the theoretical value of 2 (in

shown for different clock frequencies. At a flux of the selected Leahy normalization) due to the influence of the

1Crab the losses are well below 1 %. dead time. The dots represent simulated data and the straight
line an analytical model [12].

Figure 2: Dead time effects on observations with the LAD.

The primary output of the simulation is an event file with the individual detedtetbm events.
These data can be further processed to spectra and light curves wabritesponding auxiliary
tools contained in the software package or with common data analysis tools.

3. LAD Dead Time Analysis

Since a major part of the scientific goals of the LAD relies on highly resolvesmsmements
in the time domain, a detailed knowledge of the respective instrument propsréssential in
order to assure the correct interpretation of the measured data andsiibiliig to distinguish
between instrumental and source-intrinsic features. The presentedtgmuslaftware is suitable
for elaborate technical investigations of the relevant features.

An important aspect is the dead time introduced by the signal processing byotit-end
electronics. The conversion of the detected charge signals to a digitalreajuires a certain
interval of 41us or 102us, depending on the implemented clock. During this period the respective
part of the detector is insensitive to any further incident photons suthhinaare discarded and
therefore missing in the measured data. As the duration of this interval isxtestded by the
discarded photons, the dead time behavior of the LAD is characterizezhgsamalyzable [12].

The effect of this dead time attenuation is especially relevant for obsemsatiovery bright
sources. In this regime the detected event rate can be significantly lowethinactual incident
rate. However, our analysis shows that the fractional dead time affeb#ngAD is less than 1%
for a source flux of 1 Crab, as displayed in Fig. 2(a).

In addition to the mere event loss, dead time can cause artifacts affecting thg dinaitysis of
the observed data. Events following directly after a previous event atiine part of the detector
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are discarded due to the insensitivity of the device. This effects resultsup@ession of short
intervals in between subsequent events.

In order to illustrate this phenomenon, the plot in Fig. 2(b) displays a popexstaum for
sources with constant brightness and purely Poisson-determined phatadmer fluctuations at
different fluxes. In the selected Leahy normalization the power spedraftre ideally should
have a constant value of 2. For fluxes up to several Crab the datataaffatted by any significant
dead time effects. Whereas for extremely bright sources the obseovesl gpectrum exhibits
particular features visible as deviations from the pure Poisson noise.shapse effects have to
be taken into account for data analysis in order to be able to distinguishdretastrumental and
source-intrinsic phenomena. Therefore a detailed understanding adratibutions is required,
which can be obtained from simulations.

The graph in Fig. 2(b) contains simulated data as well as an analytical deathtined ac-
cording to [12]. In contrast to the analytical model, the simulations enablenidlgsis of more
sophisticated timing effects beyond the dead time introduced by the analog tdcbgitarsion of
the detected signals. Examples therefore are pile-up of multiple photomgeatiaud splitting, or
a more elaborate treatment of the signal processing chain.

4. Web Interface for LAD Simulations

For fast and easy access to the simulation software, a web interfaceidguton the official
LOFT web sit¢ and on a web server at ECARN Fig. 3 a screenshot of this interface is displayed.
It allows the setup of an observation scenario with a particular set o&fined parameters. The
moadification of the instrument configuration, which is set to the default basésimot possible.

There are two different ways to define the observed X-ray sourcéheianterface. Either
a model of a single point-like source can be assembled from various a&pegitnponents such
as a power law or a black body spectrum, and with optional time variability defigeseveral
components of a power spectrum. Or a SIMPUT file with one or multiple sowfisitibns can be
uploaded to the server.

Apart from the simulated exposure time, the user can select among vaatupmducts
to be delivered by the simulation. Possible options are an event file contahenigdividual
detected photon events, an energy spectrum as a histogram of theeemértpe detected events,
a light curve with a selectable time resolution, and a SIMPUT file describinglibereed target
for reproducibility of the simulation setup. The simulation is initiated by a click on élspective
button. After its completion the selected data products can be downloadeshalyded.

5. Conclusion

The presented simulation software is a powerful tool to investigate the tettamid scien-
tific performance of th&. OFT instruments. As shown with regard to the dead time of the LAD,
it is possible to analyze the impact of timing effects on the measured data. Tlisestial to
understand the properties of the instrument.

2http://ww. i sdc. uni ge. ch/ 1 of t/i ndex. php
Shttp://cetus.sternwarte. uni-erlangen. de/sim oftsin
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Figure 3: Web interface for simulations of the LAD.
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