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We are developing a new code set “Bridge++” for lattice simulations. It is aimed to be an extensible, readable, and portable workbench, while it keeps a high performance. Bridge++ covers conventional lattice actions and numerical algorithms. The code set is constructed in C++ with an object oriented programming. We explain our strategy and the basic design of Bridge++. We also present our current status of this project, including the sustained performance on several systems.
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1. Introduction

Lattice simulations have become an indispensable tool for non-perturbative analysis of gauge theories. In contrast, programming techniques have been more and more involved. On the hardware side, the hybrid parallelization with MPI and OpenMP is inevitable for the current large-scale system, such as K-Computer and Blue Gene/Q. GPGPUs require an additional development of the code with CUDA or OpenCL. On the software side, significant development of numerical algorithms makes a simulation code more complex. In addition, a code is tuned for each machine to obtain a high performance. These codes are hard to be understood for beginners. It leads a more serious problem that new ideas or new physical quantities cannot be tested quickly.

In view of this situation, we started a project to develop a new common code set “Bridge++” for lattice QCD simulations. We adopt C++ language to make use of the object-oriented design. Bridge++ has a great deal of readability, keeping a sufficient performance for frontier works. The machine dependent part of the code is hidden as much as possible. It is actively being developed to extend functions, brush up its design and the implementation, improve the performance, and provide more documents. Our code set is available from our website under the GNU General Public License [1, 2].

This paper is organized as follows. In the next section, our development policy of Bridge++ project is described. Section 3 summarizes our current status of the project and future prospects.

2. Lattice QCD code Bridge++

Bridge++ project starts on the following background. There are many lattice QCD codes, such as MILC code (in C, USA) [4], CPS++ (C++, USA) [5], Chroma (C++, Europe) [6], and Lattice QCD Toolkit (Fortran, Japan) [7]. In Japan, however, there has been no genuine code set other than Lattice QCD Toolkit, although Japan is one of centers of lattice QCD simulations. It is desirable to possess a code set under our management to reflect instantly a feedback of modifications, machine specific tunings, and other improvements. Another point is that a new code set has no black box. It does not have a phantasm from the development history. We can confirm and understand the code genuinely.

For these reasons, we have started a development of our new code set, named Bridge++, in 2009. We aimed that this general-purpose code set should have the following features:

- Readability: the code structure is transparent so as to be understandable even for beginners.
- Extensibility: the code is easy to be modified for testing new ideas.
- Portability: the code runs not only on laptop PC but also on supercomputers.
- High-performance: the code has a high performance enough for productive research.

To achieve these goals, we adopt an object oriented design in C++ programming language. MPI is used for distributed memory machines. In Bridge++ code set, we use several simple idioms repeatedly. The repetition helps beginners to understand the idioms and the code structure. The code is managed with a repository and bug tracking system.
In July 2012, the first version of Bridge++ was released. The latest version is 1.1.2. It contains fundamental lattice actions, linear algebraic algorithms, and various physical quantities. The documents are compiled on wiki as well as TeX based reports. We also provide a HTML document generated by doxygen [9] from the comments in the source file.

2.1 Object-oriented programming

Object-oriented programming (OOP) is employed in Bridge++. It is based on “Objects”, which are defined as sets of data fields and methods. A functionality is provided by an interaction between objects. Data field is a characteristic variable of the object, called a member data or a member variable. Method is a function that defines a behavior of the object.

OOP is characterized by the following properties.

- Encapsulation: data is handled through the interface, which prescribes the object usage.
- Inheritance: object is expandable by adding new functions.
- Polymorphism: objects with the same kind of behavior can be handled through a single interface.

These properties maximize reusability of the code. Using OOP, an interface is separated from details of the implementation. It localizes a machine specific part of the code, which is inevitable due to the optimization. The polymorphism allows us to implement an algorithm with a set of objects that have a common interface.

There is a compilation of wisdom to make use of these virtues of OOP. An example is so-called design patterns [10, 11]. The design pattern is a kind of programming idiom that frequently appears as a good solution to certain kind of problems. Their efficiency has been realized after the GoF’s publication [10] that classified such idioms into 23 design patterns. The design pattern enables us to use the benefit of OOP easily, as well as to make our code transparent.

In the following, we introduce two design patterns and show how they are implemented in Bridge++.

2.2 Bridge pattern for a linear equation solver

Bridge pattern is a design pattern which decouples an interface from its implementation so that they can be switched independently. It has advantages for readability and further developments. Bridge++ employs this Bridge pattern.

A typical example of the Bridge pattern is an implementation of a solver algorithm with a fermion operator. There are numbers of fermion operators and solver algorithms. The best solver algorithm depends on a type of the fermion operator. The solver algorithm should be implemented so as to be applied to any kind of fermion operators, and simultaneously it must be changed easily.

Figure 1 shows the class diagram of the Bridge pattern based on UML (Unified Modeling Language). The interface of the fermion operator is \texttt{Fopr.mut()} is a function that applies the fermion operator to a given vector and returns the resultant vector. The practical implementation of \texttt{mut()} is given in a subclass of \texttt{Fopr}, such as \texttt{Fopr_Wilson} for the Wilson fermion and \texttt{Fopr_Overlap} for the overlap fermion. Similarly, the base class \texttt{Solver} defines the interface of the solver algorithms. \texttt{solve()} function returns the solution of a linear equation for a
Figure 1: Class diagram of the Bridge pattern applied to a linear solver system.

Figure 2: Class diagram of the Composite pattern applied to the HMC integrators.

given source vector. Again the practical implementation is given in subclasses, Solver_CG and Solver_BiCGStab. Bridge++ users can select any combination, such as Fopr_Wilson with Solver_CG.

Another example of the Bridge pattern is a link smearing. It is specified as a combination of a type of smearing paths and a procedure to project the resultant matrix onto SU(N). We have implemented the APE [12] and HYP-type paths [13] for the former, and the stout [14] and maximum projection for the latter. Applying the Bridge pattern, one can combine a smearing type and a projection procedure arbitrary. A similar structure is employed for a combination of a fermion operator and a link smearing.

2.3 Composite pattern and HMC integrator

Composite pattern is a design pattern that treats a group of objects as a single instance of an object. It is convenient to implement a tree structure or nested objects. In Bridge++, it is used in the multi-time step integrator for HMC,

\[
V(\tau) = \left[ V_p^{(F)} \left( \frac{\tau}{2N} \right) V_1 \left( \frac{\tau}{N} \right) V_p^{(F)} \left( \frac{\tau}{2N} \right) \right]^N, \quad V_1(\tau) = \left[ V_p^{(G)} \left( \frac{\tau}{2N_1} \right) V_U(\tau/N_1) V_p^{(G)} \left( \frac{\tau}{2N_1} \right) \right]^{N_1}, \quad (2.1)
\]

where \( V_p^{(G)} \) and \( V_p^{(F)} \) are the integrator of \( P \) with the gauge and fermion forces, respectively. The leapfrog integrator can be replaced with an improved integrator, such as Omelyan integrator.

Figure 2 shows the class diagram of the Composite pattern applied to the integrator. The base class of the integrator is defined as Integrator, which has a virtual method evolve(). Its subclass Update_U plays the role of \( V_U \). The evolution operators \( V \) and \( V_1 \) are implemented by Leapfrog or Omelyan. An object of these classes may have other objects of subclasses of Integrator. This relation is represented in Figure 2 as lines with diamond. In analogy to a file system, \( V \) play a role of the directory, and \( V_p \) and \( V_U \) are files in the directory.

This idiom is also applied to fermion operators. We can construct a smeared fermion operator or overlap fermion operator with arbitrary fermion operator.

2.4 Parallelization

For a current computational environment, parallelization is inevitable. Large-scale computers consist of many nodes, which communicate with each other via high speed network. Recently, each node possesses several processor cores. Hybrid parallelization is necessary.

In Bridge++, we adopt MPI (Message Passing Interface) for distributed memory parallelization, i.e. for parallel nodes. Inter-node communication such as broadcast and one-to-one data
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<table>
<thead>
<tr>
<th>Gauge action</th>
<th>plaquette, rectangle loops</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fermion action</td>
<td>Wilson, clover, twisted mass*, staggered*, domain-wall*, overlap*</td>
</tr>
<tr>
<td>Smearing</td>
<td>clover w/ isospin chemical potential</td>
</tr>
<tr>
<td>Schrödinger functional</td>
<td>(APE, HYP) × (maximal projection, stout)</td>
</tr>
<tr>
<td>Linear algebra</td>
<td>plaquette/rectangle for gauge, Wilson/clover for fermion</td>
</tr>
<tr>
<td>Eigensolver</td>
<td>CG, BiCGStab, GMRES(m)</td>
</tr>
<tr>
<td>Shiftsolver</td>
<td>implicitly restarted Lanczos</td>
</tr>
<tr>
<td>Configuration generation</td>
<td>multi-shift CG</td>
</tr>
<tr>
<td>Physical observable</td>
<td>HMC, RHMC, multi-time step integrator w/ leapfrog and Omelyan</td>
</tr>
</tbody>
</table>

Table 1: Our development status. * mark means the function has already been implemented and being confirmed.

transfer is performed through the functions of the Communicator class, which wraps API functions of MPI. If a machine specific efficient library is available, the implementation of Communicator class can be switched with it. For an environment without MPI, so-called stub implementation of Communicator class is provided. Bridge++ works on one node as well as parallel nodes.

It is noted that a shared memory parallelization of Bridge++ is now under development. Hybrid parallelization with MPI and multi-threading has been considered. Two multi-thread libraries, Pthread and OpenMP, are compared based on a working implementation of the Wilson fermion operator. While Pthread can accomplish better performance, it is not easy to apply it to the entire code set. OpenMP has been selected as a primary method to multi-threading and performing performance tuning toward incorporating in the next release.

2.5 I/O format

In Bridge++, simulation parameters are given by ASCII files in YAML format. The parameters are held in Parameter object. It passes the parameters to each object. Extraction of values from files is handled by a parameter manager class. For the I/O of field objects, several formats are available including ILDG standard format for the gauge configuration. ILDG (International Lattice Data Grid) is an activity to promote sharing configuration data and standardizing data format and description of metadata [8]. The standard output is classified with a verbose level. At present 4 levels are prepared and the output level is selected for each object, such as a linear solver or an observable. There is a extra mode to generate a message with pragma for ILDG metadata generation.

3. Current status and future prospects

3.1 Status of development

Our development status of Bridge++ is summarized in Table 1. The current public version contains major algorithms and observables, though the fermion types are limited to Wilson and clover fermions. Several other fermion actions have been implemented and now being tested. For a link
smearing method, we provide any number of the APE and HYP smearing with maximal projection and stout for any fermion operator and force. For linear algorithms, iterative algorithms such as CG, BiCGStab, GMRES(m) are available. Multi-shift solver with CG algorithm and eigensolver with Implicitly restarted Lanczos algorithm are also ready. The gauge configuration generations can be performed with a multi-time step leapfrog and Omelyan integrator of HMC and RHMC.

In addition to these functions, we supply many test modules and a test manager. A test module gives a basic implementation of each function in Bridge++. The test manager controls these test modules. It provides an interactive test environment.

### 3.2 Performance

Our current status of code performance is summarized in Table 2. We quote the sustained performance for the HMC with clover fermions. On Hitachi SR16000, the rate to the peak performance is about 5% on 1 node (32 cores). On Blue Gene/Q, the public version runs with 2-3% on 32-nodes, while the latest code under development has increased the most time consuming solver part to more than 10%. Toward the next public release, we are now incorporating the multi-threading to Bridge++. Performance tuning is now in progress. An active investigation to make use of GPGPU is also underway.

### 3.3 Document

We provide a lot of documents on wiki, such as first step guide, implementation notes, verification notes and bug report/feedback. Trac wiki also provides a timeline and roadmap of our code development. Users can obtain our real time information of Bridge++. As another option, HTML document can be generated by doxygen from Bridge++ source files.
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