PROCEEDINGS

OF SCIENCE

An implementation of hybrid parallel C++ code for
the four-point correlation function of various
baryon-baryon systems

Hidekatsu Nemura*'
Center of Computational Sciences, University of Tsukuba, Tsukuba, Ibaraki, 305-8577, Japan
E-mail: nenur a. hi dekat su. gb@. t sukuba. ac. jp

for HAL QCD Collaboration

We present our recent effort to develop the computationdé aeritten in C++ to calculate the
four-point correlation function of various baryon-bary@B) systems which is a primary quan-
tity to study the nuclear force and hyperonic nuclear fofeas lattice QCD. In the recent few
years, the 2+1 flavor lattice QCD calculations have beenlwigkerformed. The flavor symmetry
breaking effect would be a central issue so that a lot of BBwokes have to be calculated. The
situation is contrast to the study of flavor symmetric BB iiatgtions where each channel is clas-
sified into only six kinds of flavor irreducible representati This work is also aimed at the large
volume calculation of the lattice QCD for the hyperonic racl forces which is performed at
more closer point to the physical quark mass. A hybrid parabhde is implemented by utilizing
the MPI and OpenMP together with the porting it to Bridge++iahtis a recently developed new
C++ code set for lattice QCD calculation. The present codeksvon BlueGene/Q and shows
better performance at hybrid parallel executions rathem the flat MPI. We also discuss how the
computational time is reduced for various BB channels bgmimmatic classifications.
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1. Introduction

Nuclear force and hyperonic nuclear force are the fundamentalgmnsbin wide range of
fields in physics, e.g., particle, nuclear and astrophysics. While higtispge phenomenological
nuclear potentials are available which reproduce the nucleon-nudiédnscattering data at low
energies as well as the deuteron properties, phenomenological tiescoifthe hyperon-nucleon
(YN) and the hyperon-hyperofyY) interactions is not well constrained due to the difficulty of
scattering experiments. The precise determinatiddMfYN andYY interactions provides a large
impact to the studies both of hypernuclei [1] and the hyperonic matter insidestiieon stars [2].

Recently, a new approach to study the inter hadron interaction from the IQ@&ehas been
proposed [3]. In this approach, the interhadron potential can be ebitdiom lattice QCD by
measuring the Nambu-Bethe-Salpeter (NBS) amplitude and the observuadiiezsghe phase shifts
and the binding energies are calculated through the resultant potenti@hjd]approach has been
applied to various baryonic interactions [5, 6, 7, 8, 9, 10, 11, 12], tardmethod is recently
extended to systems in inelastic channels [13, 14]. The flavor symmetrkithgdaa a key issue
when we study the various octet-baryon-octet-baryBgB§) interactions from the 2- 1 flavor
lattice QCD calculation. In the circumstances, it is desirable to calculate a largken ofBgBg
four-point correlation functions at the same time in a single lattice QCD calculattoerefore, an
efficient approach to perform such a complicated lattice QCD calculationdsatr

The purpose of this paper is to present our recent effort to devedpythrid-parallel com-
putational program written in C++ which calculates the four-point correidtioction of various
BgBg systems. This report is organized as follows: Section 2 briefly desdnipeso calculate
the four-point correlation function by considering tp& system as a specific example. The con-
traction algorithm considered in this report is different from the unifiedtre@tion algorithm [15]
and it has been used to calculate tkid and=N potentials [16, 17, 18]. Section 3 develops the
computer program to make it work both on CPS++ [19] and on Bridge+} [EBe Bridge++ is
a recently developed new C++ code set for lattice QCD calculation. Secimdeloted to gen-
eralize the present contraction algorithm to vari@gBg systems. In Sec. 5 we discuss the hybrid
parallel computation of the four-point correlation function. Sec. 6 summsitize report.

2. Formulation

For the HAL QCD approach we calculate the normalized four-point cdioeldunction de-
fined by

Rop' (Mt—to) = <o Bra (X +7.)Bz5(X.t) Zir (to)

X

o>/exp{—<msl+msz><t—to>},

(2.2)
where the summation ovét selects states with zero total momentum. g (x) and Bog(Y)
denote the interpolating fields of the baryons such as

P = Eapc (UaCy50p) Uc, N = —Eanc (UaCysdp) de,
2" = —&apc (UaCys%p) Ue, 27 = —€anc (daCy5%) Ao, (2.2)
ZO:%(XU—Xd), /\:%(Xu‘de—zxs),
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where
Xu = Eabc (0aC¥sS) Ue,  Xd = Eanc (SaCysUp) e, Xs = Eanc (UaCY50h) <, (2.3)

and jéjé'\f)(to) =Yap Péfb'\,")B&a,(to)Bw, (to) is a source operator which creag, states with
the total angular momentudM. This normalized four-point function can be expressed as

R3SV (F.t—to) = TaAn3z (0[Bra(X +7,0)Bop(X,1)| En) e o mealttol - (2.4)

whereE, (|En)) is the eigen-energy (eigen-state) of the six-quark system with the gartoquan-
tum number (i.e.J™, M, strangenesSand isospirl), andA, = ¥ 4/ P(/B' (En|Bs /B3 a’|0).

In what follows, we introduce a highly abbreviated notation to indicate explitiitycolor,
spinor and spatial subscripts. For example, we may rewrite the interpolagidgfiproton as

(C1,C2,C3)(Cys)(a1,a2)0(a, az)u(é1)d(&2)u(és), (& =xaici)
(1,2,3)(Cys)(1,2)3(a,3)u(1)d(2)u(3).

Pa (X)

&
. (2.5)

Here, in the last equation, the numbers in the parentheses show the indocdsrdor £(-), the
indices of Dirac spinor foCys)(-) and &(-) and the indices both of color, spinor and spatial
coordinate for the quark fields(-), d(-) ands(-). By using the abbreviated notations, thA
four-point correlator is given by

55 (0] pa(X +7,0A8(X,t) o,y (10)|0)

= 3% %5(1,4, 2)(5,6,3)e(1,4,2)e(5,6',3)(Cys)(1,4)0(a,2)(Cy)(1,4)d(a’,2)
< {(C18)(5.6)3(B,3) + (C¥) (6,3)3(B.5) — 2(Cy)(3,5)3(8,6)} 26
< {(Cys)(5,6)3(B'.3) + (Cys)(6,3)3(B'5) — 2(Cys)(3,5)3(B', 6} |
% (U(1)d(4)u(2)d(5)s(6)u(3)( S8 )d(8)T(2)d(4)aL)).

The Eq. (2.6) includes implicit summations suchbas.. ¢, >c;..c, Y ay,a 2aj, a1 N€ NUMber

of iterations for each summationhg = 3 for the color o, = 4 for the Dirac spinor. Combining
the iteration due to the Wick contraction, the total number of iterations for suwrralator is

in a naive counting(NC!Na)4 x Ny!'Ng!'Ns!, where theNy, Ny andNs are the numbers af-quark,
d-quark ands-quark, respectively. Clearly, the above counting is too naive thoudhitment of
the number of iterations is not trivial. We now explain briefly how the numbéecdtions reduces
when we calculate the four-point correlation function of ilesystem [16]. It is convenient to treat
separately the contributions froKy,, X4 andXs in Ag in the source. We consider a diagrammatic
classification of the Wick contraction together with employing the Fast-Fouiraisform (FFT)

to the convolution.

ZFZ( J(X-+7) % I ) >L32<;F<pa /\N}?]<—q>)>éq"",(2.7>

whereF, = + M m)(t-) for oddi, — Le(™+™)(t-b) for eveni. Fig. 1 shows the diagrammatic
representation of Eq. (2.6). Six diagrams in Fig. 1 correspond to the igimitpdolock pairs([pf})] X
[/\(1)]),~--,([p2,6>] X [/\(G)]). Note that the number of diagrams is reduced by the factor 2 since

B B
the exchange between identical quarks in each baryon operator in thelsit be taken into
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p @) (1) (2) (2) (3) (3) (4) (4) (5) (5) (5) (6)

(ud)u (ds)u (ud)u (ds)u (ud)u (ds)u (ud)u (ds)u (ud)u (ds)u (ud)u (ds)u
P H H
(ud)u (ds)u (udyu (ds)u (ud)u (ds)u (ud)u (ds)u (udyu (ds)u (udyu (ds)u

Figure 1: Diagrammatic representation of the four-point correlafianction(pApA). The cyclic permuta-
tion for the quark field¢ds)u — (su)d — (ud)sis taken into account in the interpolating field/of

account in the construction of each baryon bI@pﬁ?] or [/\g)}. By employing the diagrammatic
classification, most of the summations can be performed prior to evaluating-thed-that the
number of iterations S|gn|f|cantly reduces; The numbers of iteration{ &r@ 36,144 144 36}

for the baryon bIocks{([pa} A fg)]),l = 1,---,6} when the operatoKy is considered im\g

in the source whereas the numbers of iteration{ar86, 144, 36,144, 36} ({1,36,144,144 36,9})
when the operatoXy (Xs) is considered. Therefore, in order to obtain the four-point correlatio
function of thep/A system, only 370, 397 and 370 iterations should be explicitly performed when

we calculate the contributions frol,, X4 andXs, respectively.

3. Implementation of C++ code together with the porting to Bridget++

The earlier versions of the C++ program to calculate the four-poinekion functions of
AN and ZN systems were implemented by employing the above computational technique. The
code works with CPS++ [19] and it was used to calculate/tNeand >N potentials [16, 17, 18].
Recently a new C++ code set for lattice QCD calculation is released whichad &xidge++ [20].
We have had a porting the present C++ program of the four-poingledion function to Bridge++
as well. The task of the porting is almost straightforward and now the prograrks on both
Bridge++ and CPS++. In Table 1, we just show a set of correspaedest for several basic lattice
parameters between CPS++ and Bridge++ which is one of few issues mdtieg work.

Table 1: Correspondence list of basic lattice parameters betwe&+€@nd Bridge++

CPS++ Bridge++

GIP. Xnodes() Conmuni cat or _i npl : : Layout: : npe(0) the number of nodes ixdirection

GJIP. Ynodes() Conmuni cat or _i npl : : Layout: : npe(1) the number of nodes iprdirection

GJIP. Znodes() Conmuni cat or _i npl : : Layout : : npe(2) the number of nodes irdirection

GJP. Tnodes() Conmuni cat or _i npl : : Layout: : npe(3) the number of nodes indirection

GJP. XnodeSites() CommonParaneters:: Nx() the number of sites per nodexrdirection
GIP. YnodeSi tes() ConmonPar aneters: : Ny() the number of sites per nodeyrdirection
GJP. ZnodeSites() CommonParaneters:: Nz() the number of sites per node Zrdirection
GIP. TnodeSites() CommonParaneters:: Nt () the number of sites per nodetidirection

GJIP. XnodeCoor () Communi cat or _i npl : : Layout: :ipe(0) the MPIrank number in the-direction
GJP. YnodeCoor () Conmuni cator _i npl : : Layout::ipe(1l) the MPIrank number in thg-direction
GJP. ZnodeCoor () Conmuni cat or _i npl : : Layout: :ipe(2) the MPIrank number in thedirection
GJP. TnodeCoor () Conmuni cat or _i npl : : Layout: :ipe(3) the MPIrank number in thedirection
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4. Extension to various BgBg channels

In order to study thégBg interactions on an assumption that the fla80or(3) is broken but
the isospindJ (2) is kept, we may have to have the following 52 four-point correlation funstion
(The electromagnetic interaction is not taken into account in the present Edtadation.)

(pnpn), (4.1)
PAPA), (PAZTn), (pAZ°p),
tnpA\), (ZtnZ*n), (ZtnOp), 4.2)

3OppA), (20pz*n), (Z°p=Op),

ANAR),  (AAP=7),  (AANZO), (AAZFZ-), (AAZ0Z0),

=" AN, (p=7p=), <p- n=0, (p="Z'x7), (p="292%), (p="3%),
n=0AA), (n=%=-), (n=%n=0), (n=0%+3-), (n=02029%),  (n=°2%), 4.3)
STIAN), <z+z p=-), <z+z n=0), (ZtZ-2+3-), (ZtZ-2030), (Z+Z3O0A),
SO50AA), (2050p=-), (293%n=0), (30303+3-), (39303030

(ZOAp=-), (2OAnz0), (SOATFI), (ZOAZOA),

(ETA=A), (ETATE9), (ZA0=),
<z——°—f/\>, (z-205-20), (3-=050=-), (4.4)
(39=-=-A), (20=-3-20), (30=-50=-),
(=-=0=-=20), (4.5)

In order to extend the calculation for varioBgBg channels, we have implemented C++ program
to perform both the Wick contraction and the FFT through the diagrammatidfidagen which
are automatically done once the interpolating fields in the source and the sinkh@ euantum
numbers of the system) are given.

5. Hybrid parallel C++ program

The message passing interface (MPI) is a message-passing stansigreéddor distributed
memory parallel computer. In a MPI parallel computation, the communication adistriputed
computer systems is handled by a communicator object sugRlasCOMV WORL D. Open Multi-
Processing (OpenMP) is an application programming interface (API) tinaidhe multithreading
computation on the shared-memory multiprocessor. The master thread duektalsslave threads
when an OpenMP directive such aggr agma onp par al | el " appears in the program; Each
thread concurrently executes the computation on the shared memory arallyt jbims into the
master thread at the end of the current block. The MPI and OpenMPaaieally independent
approaches to the parallel computation. In recent years, hybrid paraitgouting on massive
supercomputer such as BlueGene/Q is inevitable task to have a better conmalifagidormance.

We develop the hybrid parallel C++ program using both MPI and OpenMRltlate the
four-point correlation function for the variolsBg interactions, which works on the BlueGene/Q
in High Energy Accelerator Research Organization (KEK). In a hybaighjeel computer program,
the functionMPl _I nit _thread(int* argc, char *x*xargv, int required,

i nt *provided) is called instead oMPI _Init(int* argc, char *x*xargv). The
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Table 2: Measured elapsed time for various hybrid parallel compariadf the 52 four-point correlation
functions y ¢ <Bm()q< +T’,t)Bz,p(X»t)/B&a,Bw, (0)>, (t=0,---,T —1), by using the 32 node of Blue-
Gene/Q on % x T = 16% x 32 lattice, changing the number of MPI processes (tasksnpele) and the
number of threads (OMP_NUM_THREADS). A computational jainsists of two steps; To calculate all of
the single baryon bIock@Bg)] together with its FFT (step-1), and to calculate the 52 fonint correlation
functions by performing the summations of indices of coluat apinor together with its inverse FFT (step-2).

[tasks_per_node][OMP_NUM_THREADS] 64x1 32x2 16x4 8x4 4x8 2x16 1x32

Step-1 00:14 00:16 00:09 00:09 00:07 00:06 00:06
Step-2 00:10 00:11 00:12 00:12 00:12 00:13 00:14
Total 00:24 00:27 00:21 00:21 00:19 00:19 00:20

third argument equi r ed specifies the desired level of thread support. According to the MPI
standard [21], the possible values for thequi r ed are:[ MPI _THREAD_SI NGLE |

MPI _THREAD FUNNELED | MPI _THREAD SERI ALI ZED| MPI _THREAD MULTI PLE].

We take thevPl _THREAD MULTI PLE together with partitioning th&Pl _COMM WORLD into

a number of sub-communicators to perform the multiple MPI communications thridnggsub-
communicators concurrently from each forked multithread.

In Table 2, we show a set of several elapsed times measured by using tioel@ job class
of BlueGene/Q at KEK for the calculation of 52 channel8gBg four-point correlation function.
The calculations are performed foLdx T = 16° x 32 lattice with a gauge configuration provided
by CP-PACS and JLQCD Collaboration [22]. In Table 2, the calculatiorof-point correlation
function is divided into two parts: First partis to calculate all of the singlgdnablocks[BS)], B=
p,n, ", 30 5~ =0 == A) together with its FFT (step-1). Each baryon block is shared if the same
diagram appears through the 52 channeBgifs four-point correlation function. Second part is to
calculate the 52 four-point correlation functiopig <Bl7a()? +70)Bp(X,t) 7, 8, (0) ), (t =
0,---,T —1) from the baryon blocks by performing the summations of indices of col@rsginor
together with its inverse FFT (step-2). Elapsed times are measured fousadmbinations of the
number of MPI processesdsks_per _node) and the number of thread®{P_NUM_THREADS).
The elapsed time indicated by “641” is due to so-called flat-MPI calculation. Sometimes the
problem that any hybrid parallel executions are not faster than the fdtellculation is issued in
hybrid parallel computation. This is not the case and the present pragihiiits almost stable
performances for various combinations of the number of MPI procesgbthe number of threads.

6. Summary

In this paper, we present a recent effort to develop the computatiodal written in C++
that calculates the four-point correlation function of vari@s8s systems. The hybrid parallel
executions of the lattice size 46 32 show reasonable performances at various combinations of
the number of MPI processes and the number of threads. This woulddmbvantageous point to
perform the future large scale computation of vari@4Bg potentials at the physical quark mass
point.
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