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At the LHC, inclusive production of W and Z-bosons offer a window to perform stringent tests of theoretical predictions based on the Standard Model (SM) and probe its fundamental parameters. With the large samples of W and Z events collected with the CMS detector, many processes have been studied at an unprecedented precision. These measurements test the SM predictions up to next-to-next-to-leading order and provide valuable inputs to improve the theoretical framework used to model LHC physics. In addition they put constraints on the parton distribution functions of the proton. In the following we will concentrate on the measurement of the fiducial Drell-Yan (DY) to muons cross-section at the Z-boson mass peak, double differentially in transverse momentum ($p_T(Z)$) and rapidity ($Y(Z)$), as it was presented for the first time during this conference.
1. Introduction

The production of $W$ and $Z$ production is a prominent hard scattering process at hadron colliders. Because of the large production cross-sections, both are important backgrounds for Higgs and beyond standard model searches. Now, with the high integrated luminosity collected at the LHC the $W$ and $Z$ production are measured with great precision and tests theoretical predictions which are available at next-to-next-to leading order (NNLO) in perturbative QCD. In addition, those measurements put constraints on the parton distribution functions (PDF) of the proton. At CMS several precision measurements were performed using the 7 TeV and the 8 TeV data sets collected in 2011 and 2012, respectively. In this proceeding we will concentrate on the measurement of the fiducial Drell-Yan ($DY$) to muons cross-section at the $Z$-boson mass peak, double differentially in transverse momentum ($P_T(Z)$) and rapidity ($Y(Z)$), as it is presented for the first time during this conference. The analysis is done using the full 8 TeV data set with an integrated luminosity of $19.7 \text{ fb}^{-1}$. The measurement tests the QCD dynamics via the Drell-Yan process in a large kinematic range. Furthermore, for higher $P_T(Z)$, where the production is dominated by gluon-quark scattering, it is sensitive to the gluon PDF. In particular, in a region relevant for the gluon fusion production of the Higgs-boson. This measurement complements the results of other processes, like direct photon production [1] and top pair production [2], which put constrain on the gluon PDF too. Differential $Z$ production at the LHC has been previously studied in [3, 4, 5, 6, 7, 8, 9, 10, 11].

2. Experiment

The central feature of the Compact Muon Solenoid (CMS) [12] apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the superconducting solenoid volume are a silicon pixel and strip tracker, a lead tungsten crystal electromagnetic calorimeter (ECAL), and a brass/scintillator hadron calorimeter (HCAL), each composed of a barrel and two end-cap sections. Muons are measured in gas-ionization detectors embedded in the steel flux-return yoke outside the solenoid. Extensive forward calorimetry complements the coverage provided by the barrel and end-cap detectors. Muons are measured in the pseudo-rapidity range $|\eta| < 2.4$, with detection planes made using three technologies: drift tubes, cathode strip chambers, and resistive plate chambers.

3. Event Selection

The analyzed event sample was recorded by an isolated single muon trigger. This trigger selects muons with transverse momenta ($p_T(\mu)$) greater than 24 GeV and absolute pseudo-rapidities ($|\eta|$) up to 2.1. The particle-flow event reconstruction [13, 14] is used in this analysis. It consists in reconstructing and identifying each single particle with an optimized combination of all sub-detector information. For the offline selection of the muons the standard CMS muon selection is used [15]. It requires that the muon candidate is reconstructed both in the muon chambers and the inner tracker devices and that the reduced $\chi^2$ of the global fit is better than 10. In addition, a minimum number of hits in the pixel, inner tracker layers and in the muon chambers is requested. Also it is required that the distance between the muon candidate trajectory and the primary vertex
is smaller than 2 mm and 5 mm in the transverse plane and longitudinal direction, respectively. As primary vertex the one with the highest sum of squared transverse momenta of associated tracks is selected. In order to suppress background it is required that the muons are isolated. The isolation is based on particle flow candidates within a cone of 0.4 in $\Delta R = \sqrt{\Delta \eta^2 + \Delta \phi^2}$ and it is corrected for contributions from additional proton-proton interactions per event (pileup). Charged pileup contributions are identified by not coming from the primary vertex and neutral contributions from the pileup are estimated using a naive average of neutral to charged contributions (0.5), which was measured in jets. The relative isolation is required to be smaller 0.12 (0.5) for the leading (second) muon. The choice for the loosen up isolation of the second muon is motivated by the event kinematics, as the second muon often points into the region of the hadronic recoil balancing the transverse momentum of the $Z$-boson. Finally, the leading muon is required to be matched to the trigger and is selected in the kinematic range with $p_T(\mu) > 25\text{GeV}$ and $|\eta| < 2.1$. For the second muon no trigger matching is imposed and it is selected in the range with $p_T(\mu) > 10\text{GeV}$ and $|\eta| < 2.4$. The absolute rapidity, $|Y(Z)|$, of the opposite charged muon pair is selected below 2 and the invariant mass is selected between 81 and 101 GeV. In the rare case of ambiguity the muon pair with the invariant mass closest to the $Z$-boson mass is selected. 

The events are binned in 10 bins in $P_T(Z)$ and five bins in $|Y(Z)|$. The bins in $P_T(Z)$ are [0,20], [20,40], [40,60], [60,80], [80,100], [100-120], [120,140], [140,170], [170,200], [200,\infty] and in $|Y(Z)|$ they are [0,0.4], [0.4,0.8], [0.8,1.2], [1.2,1.6] and [1.6,2.0].

4. Analysis

The signal process is simulated using the MadGraph 1.3.30 [16] generator with 0 to 4 additional jets, interfaced with PYTHIA6 [17] with Z2star tune for hadronization and parton shower effects with a matching scale of 20 GeV. Multiple-parton-interaction is accounted for via PYTHIA6. QED initial state radiation is not included. The CTEQ6L1 [18] PDF was selected for the generation. The backgrounds were generated either with MadGraph (W+jets, $t\bar{t}$, $\tau\tau$), POWHEG [19] (single top [20, 21]), or PYTHIA6 [17] for di-bosons (WW, WZ, ZZ). The inclusive cross-sections of $DY$, $W$ [22], and $t\bar{t}$ [23] are normalized to NNLO. Also for single top a higher order (approximate NNLO) inclusive cross-section was used. The generated events are passed through a detector simulation based on GEANT4 [24]. The cross-section measurement relies strongly on the simulation of the detector and on the knowledge of the backgrounds. In order to reduce the dependence on the simulation the efficiencies for the tracking, the trigger, the identification and the isolation of the muons are determined in a data-driven way using a tag and probe method [15]. The efficiencies are measured in simulation and data and the differences are accounted for by scale factors. The efficiencies are in general measured as a function of transverse momentum and pseudorapidity of the muons. For the trigger also the muon charge is considered. Great care was taken in measuring the isolation efficiency of the second muons as it is correlated with the event kinematics, i.e. the hadronic recoil of the $Z$-boson, as the second muons often go in this direction. For that reason the isolation of the second muon is chosen more loose than for the leading muon and the efficiency is measured three dimensional in $P_T(Z)$, $\cos \theta^*$ and $|\phi^*|$, where $\theta^*$ and $\phi^*$ are the polar and the azimuthal angles, respectively, measured in the helicity frame. Also the background yields for $t\bar{t}$, $DY \to \tau\tau$, WW, $tW$, $\bar{t}W$, and
W+jets are estimated in a data-driven way. These backgrounds have typically two prompt leptons in the final state where the flavor of the two can be arbitrary. The method is based on the following assumption: \( \frac{N_{MC}^{\mu\mu}}{N_{Data}^{\mu\mu}} = \frac{N_{MC}^{e\mu}}{N_{Data}^{e\mu}} \), namely that the fraction of having two opposite signed muons (\( \mu\mu \)-channel) or having one electron and one muon with opposite charge (e\( \mu \)-channel) in the final state is the same for simulation and data. Hence, the ratio of the yields of data and simulation in the e\( \mu \)-channel can be used to normalize the simulation in the \( \mu\mu \)-channel. No significant trend in \( P_T(Z) \) and \( |Y(Z)| \) is observed for the scaling factor and hence a constant factor is used and a 10 % uncertainty is assigned. The described method is not used to normalize the event yields of the WZ and the ZZ backgrounds. These backgrounds include a true Z \( \rightarrow \mu\mu \) decay, and it is hence quite unlikely to select an opposite charged electron-muon pair instead. Here the yields are taken from simulation and a conservative uncertainty of 50 % is assigned. The estimated backgrounds are small, at maximum 2 %. They are subtracted from the data before the unfolding is performed.

In order to avoid a bias in the response matrix and in the acceptance due to imprecise modeling of the Z-boson kinematics, the simulation is weighted in fine bins of \( P_T(Z) \) and \( |Y(Z)| \) to match the distributions of data. For the weights a variable binning in \( P_T(Z) \) and \( |Y(Z)| \) is used to ensure sufficient amount of data in each bin. As the weights are determined on reconstruction level but applied on generator level the weighting procedure is repeated until the change of the results with respect to the previous iteration is small. It was verified that with each iteration the difference is getting smaller. The procedure was stopped after seven iterations. For the main part of the bins the change is below 1 per mille already after the first iteration.

Finally, the reconstructed and background-corrected double-differential \( P_T(Z) \) and \( |Y(Z)| \) distribution is unfolded to the pre-final state radiation distribution. In order to reduce the dependence on the simulation the unfolding is performed to the fiducial region within the acceptance of the leading and the second muon, within the mass range \( 81 \leq M(\mu\mu) < 101 \text{ GeV} \), and within the rapidity region \( |Y(Z)| < 2 \). For the unfolding the ‘iterative Bayesian’ method [25] implemented in the RooUnfold package [26] is used.

The systematic uncertainties of the measurement are carefully studied. The dominant ones are the uncertainties on the luminosity and on the efficiency correction factors. Already one order of magnitude smaller are the systematic uncertainties from pileup and final state radiation. The systematic uncertainties from the background subtraction, the unfolding, the muon momentum resolution and scale are another order of magnitude smaller.

5. Results

In Fig. 1 the double-differential cross-section measurement is compared to the MadGraph (red) and the RESBOS [27, 28, 29] (blue) generator. The RESBOS generation is in approximate NNLO and the CT10nnlo [30] PDF set was used. Shown is the \( P_T(Z) \) dependence for the five bins in \( |Y(Z)| \). For the comparison the leading order MadGraph cross-section was scaled to the next-to-next-to-leading order cross-section computed with FEWZ. In the bottom panels the corresponding ratio of simulation and data is shown. The open circles represent the ratio with MadGraph and the open triangles the ratio with RESBOS. The error bars represent the statistical uncertainties of data and simulation whereas the hatched bands represent the systematic uncertainties of the data only. For a better comparison of trends in \( P_T(Z) \) and \( |Y(Z)| \) the single differential cross-sections in
Figure 1: Comparison of the $P_T(Z)$ dependence in six bins of $|Y(Z)|$ of the fiducial cross-section with MADGRAPH generator normalized to NNLO (red) and RESBOS generator (blue).

Figure 2: Comparison of the $|Y(Z)|$ and $P_T(Z)$ dependence of the fiducial cross-section with MADGRAPH generator normalized to NNLO (red) and RESBOS generator (blue).

Figure 3: Comparison of the $|Y(Z)|$ and $P_T(Z)$ dependence of the normalized fiducial cross-section with MADGRAPH generator normalized to NNLO (red) and RESBOS generator (blue).

these variables are shown in Fig. 2. As can be seen on the left overshoots MadGraph data by about 5% and RESBOS undershoots data by about 5%. Both generators show a similar trend in $P_T(Z)$ compared to data. This is better visible for the normalized cross-section, where the measurement is divided by the inclusive cross-section. The comparison is shown in Fig. 3. Both generator describe reasonable the shape in rapidity but fails to reproduce the shape in $P_T(Z)$.
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