In order to determine the precise nature of cosmic dust, we use a combination of multi-wavelength ground- and space-based spectroscopy, imaging, laboratory data and modeling. Dust grains scatter, absorb and re-radiate light according to their optical properties, which are sensitive to e.g. the temperature, chemical composition, size, shape, and lattice structure of the dust grains. For example, graphite and diamond are both polymorphs of carbon, and will form under very similar conditions, but their interactions with light are very different. This work provides a primer on how to apply basic physics concepts to understanding how we measure and use the optical properties of candidate cosmic dust species. We discuss the way in which measurements are made, how simplifying assumptions commonly made in astronomy may cause problems and how measurable and calculable parameters from laboratory experiments can be directly or indirectly compared to parameters derived from astronomical observations. Finally, we examine the simplifying assumptions with the most commonly used “synthetic” optical properties for cosmic dust and highlight forthcoming laboratory data as a potential replacement.
1. Introduction

In order to study dust in space, astronomers rely on combining theoretical and observational data with laboratory studies of analog materials. The precise nature of the laboratory investigations cover a wide range of methods, samples and outputs. Frequently, there is a disconnect between the laboratory assumptions and the data to interpret astronomical observations. The purpose of this paper is to provide an introduction to how the optical properties of solids are obtained and how these datasets relate to astronomy.

There are multiple terms and symbols used to describe various ways in which light interacts with solids and frequently the same letters (especially $k$). In order to prevent confusion, terms and symbols will be precisely defined.

In §2 we will consider how we describe and quantify the various ways in which light interacts with solids; in §3 we discuss how we analyze astronomical observational data to extract properties of the cosmic dust observed; and in §4 we look at how laboratory measurements (e.g. absorbance and absorptivity) compare to parameters extracted from astronomical observations (e.g. optical depth, absorption/extinction efficiency). In §5 we discuss how laboratory data are used to extract more intrinsic properties (e.g. complex refractive index) in order to be used in modeling astronomical environments; in §6 we show comparisons of spectra derived from laboratory spectra of bulk and particulate samples as well as calculations that assume spherical and non-spherical grains. Finally, in §7 we discuss the most commonly used optical constants (complex refractive indices) and we discuss the simplifying and erroneous assumptions in the most commonly used optical constants datasets and how we can improve upon them.

2. How light interacts with solids

Consider light entering a slab of solid material with parallel faces as shown in Fig. 1. Incident light hits the face of the slab; some light is transmitted and some light is reflected. Assuming the material is perfectly homogeneous, the light will propagate through the medium until it reaches the other face, at which point some light will be reflected and some will be transmitted. In addition, as the light propagates through the material, some light may be absorbed.

![Figure 1: Light interacting with a parallel-faced slab of solid material.](image-url)
Transmittance, $T^*$, is defined as the ratio of the intensity of transmitted ($I_{\text{trans}}$) and incident ($I_{\text{inc}}$) light, i.e. $I_{\text{trans}}/I_{\text{inc}}$. Similarly reflectivity, $R$ and absorptivity, $A$ are the ratios of absorbed to incident light and reflected to incident light, respectively. Since all light incident on the slab must be either transmitted, reflected, or absorbed, we get:

$$I_{\text{inc}} = I_{\text{trans}} + I_{\text{refl}} + I_{\text{abs}}$$

Therefore,

$$\frac{I_{\text{trans}}}{I_{\text{inc}}} = 1 - \frac{I_{\text{refl}}}{I_{\text{inc}}} - \frac{I_{\text{abs}}}{I_{\text{inc}}}$$

\begin{equation}
(2.1)
\end{equation}

Therefore,

$$T = 1 - R - A$$

\begin{equation}
(2.2)
\end{equation}

Note that all these properties are wavelength dependent.

While factually correct, Eq. 2.2 presents an over simplified view of the process. Looking at Fig. 1 we can see that reflection at the second surface must be negligible for Eq. 2.2 to hold. The problem is demonstrated in Fig. 2 which shows that the measured values and $T$ and $R$ will be strongly affected by back-reflections. In particular the absorption of the light reflected from the back of the sample as it transits towards the front will affect the measurements of both $T$ and $R$ and thus the inferred values of $A$.

**Figure 2:** Light interacting with a parallel-faced slab of solid material: the effect of internal reflections. The reflectance is $R$ as defined above. The amount of light absorbed by a single passage through the slab is denoted by $\Omega$. $I_{\text{trans\_meas}}$ is the amount of transmitted light that gets measured, while $I_{\text{refl\_meas}}$ is the amount of reflected light measured.

In addition, there are several phenomena that can affect the direct transmission of light, as shown in Fig. 3. During propagation of light through a medium, light can be refracted, absorbed, or scattered. These processes will affect the light collected by detectors in the laboratory.

*which is also referred to as transmissivity*
Let us now consider the opacity or absorption properties of the solid. In Fig. 1, the incident flux \( I_{\text{inc}} \) is diminished by the passage of the light according to the absorptive properties of the medium. Now we can define the light lost by interacting with the medium as \( dI_\lambda \), such that:

\[
dI_\lambda = I_{\text{inc}} - I_{\text{trans}}
\]

But the amount of light absorbed/transmitted depends on the thickness of the slab of medium, \( dx \), (and the wavelength, \( \lambda \)) so that:

\[
dI_\lambda = -k_\lambda \rho I_\lambda(x) dx
\]

where \( k_\lambda \) is the opacity or sometimes called the mass absorption coefficient, measured in area per unit mass, and \( \rho \) is the mass density of the medium.

\[
I_\lambda(x) = I_\lambda(0)e^{-k_\lambda \rho x}
\]  (2.3)

Flux decreases exponentially with penetration into a medium. This is the Beer-Lambert Law. Now we can combine the opacity \( k_\lambda \) with the density \( \rho \) to get “extinction coefficient” or sometimes just absorption coefficient\(^*\) \( \alpha = -k_\lambda \rho \) so that Eq. 2.3 becomes

\[
I_\lambda = I_{\text{inc}}e^{-\alpha x}
\]  (2.4)

In fact, we need to combine Eq. 2.2 with Eq. 2.3 and the scenario depicting back reflection from the second surface of the medium as shown in Fig. 2. In this case the transmitted light is given by:

\[
T = (1 - R_1)e^{-\alpha x}(1 - R_2)
\]

Assuming that the surface reflections are identical, \( R_1 = R_2 = R \), we get:

\[
T = (1 - R)^2e^{-\alpha x}
\]  (2.5)

\(^*\)but NOT mass absorption coefficient!
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Assuming that reflections at surfaces are negligible (or can be eliminated by using slabs of differing thicknesses, see [3]) and combining Eq. 2.4 with our definition of transmittance $T$ (from the beginning of § 2) we get

$$T = e^{-\alpha x} = e^{-a}$$  (2.6)

Absorbance, $a$, is the exponent in the decay of light intensity due to absorption: $a = \alpha x = k_{\lambda} \rho x$, where $\alpha$ is extinction coefficient, $k_{\lambda}$ is the opacity (or mass absorption coefficient) and $\rho$ is the mass density of the medium. Optical depth $\tau_{\lambda}$ of an absorbing material is defined by:

$$I_x = I_{inc} e^{-\tau_{\lambda}}$$  (2.7)

From equations 2.4, 2.6 and 2.7 we see that the absorbance $a$ is similar to optical depth $\tau_{\lambda}$. In order to compare astronomical data in which we have a wavelength-dependent optical depth we can use absorbance after accounting for surface reflections. Now we can relate the absorbance ($a$) and absorptivity ($A$) via equations 2.1, 2.2 and 2.6:

$$A = 1 - e^{-a}$$

To summarize these measurable optical properties from lab experiments:

Absorptivity, $A = \frac{I_{abs}}{I_{inc}}$
Absorbance, $a = \alpha x = k_{\lambda} \rho x$

$$A = 1 - e^{-a}$$

$$T = (1 - R)^2 A$$

3. Modeling Astronomical Observations

A spectrum can be represented by a sum of the fluxes contributing to it. For a system containing a star or even a group of stars the spectrum can be broadly described by:

$$F_{total}(\lambda) = F_{\star}(\lambda) + F_{dust}(\lambda)$$  (3.1)

A star can usually be approximated by a blackbody with a temperature $T_{\star}$ whereas the dust is made up of contributions from dust grains of different sizes, shapes, compositions and crystal structures. The flux from an individual dust grain is a product of the Planck curve ($B_{\lambda,T}$) for the temperature $T$ of the individual dust grain and an absorption efficiency factor $Q_{\lambda}$ for a grain of that size, shape, composition and crystal structure.

Astronomers often consider a simplified case in which the spectrum, $F_{total}(\lambda)$, can be interpreted as a product of the underlying continuum and an absorption efficiency factor $Q_{\lambda}$ for the entire spectrum (e.g., [3]). Then:

$$F_{total}(\lambda) = Y \times Q_{\lambda} \times B_{\lambda}(T)$$  (3.2)

where $B_{\lambda}(T)$ is the Planck function for a black body of temperature $T$; $Q_{\lambda}$ is a composite value including contributions from all dust grains of various sizes, shapes, crystallinities and compositions;
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Using a simple continuum-divided spectrum assumes the type of spectrum described by Equation \[\text{Eq. 3.2}\]. Dividing the entire spectrum by the fitted underlying continuum leaves only the absorption efficiency \((Q_\lambda)\) of the dust (assuming all dust species have the same blackbody temperature). The continuum-divided spectrum is effectively an optical depth spectrum (c.f. \[\text{Eq. 2.7}\]) which is due to the absorption efficiency for a composite grain that will represent all of the grains present.

In reality the spectrum should be represented by:

\[
F_{\lambda} = F_* + \sum_{i=1, j=1}^{n, m} Y_j \times Q_{\lambda, j} \times B_{\lambda, i}(T_i)
\]  

(3.3)

where each \(B_i\) represents a single dust (or stellar) temperature black body (of which there are \(n\) in total), each \(Q_j\) represents the absorption efficiency for a single grain type as defined by its size, shape, composition and crystal structure and \(Y_j\) is a scale factor that depends on the number of dust particles, their geometric cross section and the distance to the star. In this case, we subtract the stellar flux \((F_*)\) and are left with:

\[
F_{\text{dust}} = \sum_{i=1, j=1}^{n, m} Y_j \times Q_{j} \times B_{i}
\]  

(3.4)

For optically thin cases, we often then assume the dust is dominated by a single temperature (c.f. [4]) so that

\[
F_{\text{dust}} \propto Q_{\lambda} \times B_{\lambda}(T)
\]

which is very similar to our original simple model for the dust emission as shown in \[\text{Eq. 3.2}\].

Now that we have a way to extract either optical depth or absorption efficiencies (\(Q\)-values) from observations we need to compare with laboratory data.

4. Comparing Laboratory and Astronomy properties of dust

To compare laboratory data with astronomical observations we need to extract a version of the laboratory data that is comparable to the absorption efficiency, \(Q\)-value. To get this we need to consider how \(Q\)-values are defined. For a non-blackbody dust grain we define an absorption cross-section \(\sigma_{abs}\) as the effective geometrical cross-section of the particle once we account for it not being a blackbody:

\[
\sigma_{abs} = Q_{abs} \times \Upsilon
\]

where \(\Upsilon\) is the geometrical cross-sectional area of a dust grain. Now if we consider how the absorption cross section gives rise to absorption we get:

\[
\frac{I_{\text{abs}}}{I_{\text{inc}}} = A = \sigma_{abs} n L
\]  

(4.1)
where \( A \) is the absorptivity (see § 3), \( n \) is the number density of absorbing particles, and \( L \) is the pathlength or thickness of the absorbing zone.

\[
n = \frac{\rho}{M_{\text{mol}} \times m_H}
\]

where \( M_{\text{mol}} \) is the molar mass of the solid and \( m_H \) is the mass of a hydrogen atom. Combining equations 4.1 and 4.2 we get:

\[
Q_{\text{abs}} = \frac{A \times M_{\text{mol}} \times m_H}{\Upsilon \rho L}
\]

It is clear from equation 4.3 that Q-values \( \propto \) absorptivity such that:

\[
Q_{\text{abs}} = \zeta A \quad \text{where} \quad \zeta = \frac{M_{\text{mol}} \times m_H}{\Upsilon \rho L}
\]

\[
Q_{\text{abs}} \propto A
\]

Consequently, while the shape, peak position and FWHM of spectral features shown in Q-values will be identical to those for \( A \), the absolute values depend on the pathlength and on the cross-section areas of a given grain distribution.

To summarize how laboratory data correspond with astronomical observational data,

Absorption efficiency, \( Q_\lambda \equiv \text{Absorptivity}, A(\lambda) \)

Optical depth, \( \tau_\lambda \equiv \text{Absorbance}, a(\lambda) \)

5. Complex Refractive Indices and Dielectric Functions

While we can extract optical properties of solids that are directly comparable to observations (i.e., \( Q \equiv A \), see Eq. 4.4), this is sometimes not what is needed for modeling. In particular, if we want to understand the effect of grain size and shape on the optical properties or if we have a system that contains grains of multiple sizes and temperatures, we want to use other intrinsic optical properties of the slab solids, i.e. the complex refractive index, \( m \), and the dielectric function \( \hat{\varepsilon} \).

\[
m = n + ik
\]

\[
\hat{\varepsilon} = \varepsilon_1 + i\varepsilon_2
\]

where \( n \), the real part of the complex refractive index, relates to the speed of propagation of light through the medium (i.e. how we first learn about refractive index); and \( k \), the imaginary part is related to absorption of light.

The complex refractive index and the complex dielectric function are closely related:

\[
m = \sqrt{\hat{\varepsilon}}
\]

\[
\varepsilon_1 = \Re(m^2) = n^2 - k^2
\]
\[ \varepsilon_2 = \mathcal{I}(m^2) = 2nk \]

To understand how the real and imaginary parts of the complex refractive index affect light, let us consider light as an idealized, sinusoidal wave described by:

\[ H = H_0 e^{-i(\omega t - \kappa x)} \]

where \( H_0 \) is the initial wave amplitude, \( \omega \) is the angular frequency, and \( \kappa \) is the wavenumber \((2\pi/\lambda)\).

Once the light enters a medium, the velocity becomes \( v = c/m \) so that:

\[ H = H_0 e^{-i(\omega t - \kappa nx)} \]

substituting in for \( m \) from Eq. 5.1 we get:

\[ H = H_0 e^{-i(\omega t - \kappa [n+ik]x)} \]

\[ H = H_0 e^{-i(\omega t - \kappa nx)} e^{-\kappa kx} \]  \hspace{1cm} (5.3)

The intensity (flux) of the light is proportional to the square of the amplitude, \( H \). It is clear from Eq. 5.3 that the intensity will decrease exponentially with a decay constant of \( 2\kappa k = 4\pi k/\lambda \).

Combining the Beer-Lambert Law (Eq. 2.3) and Eq. 2.4 with the wavefunction of the light traveling through the medium we get the variation in intensity (flux) to be:

\[ F_\lambda(x) = H^2(x) = H_0 e^{-i(\omega t - \kappa nx)} e^{-\frac{4\pi k}{\lambda} kx} = I_{inc} e^{-\alpha x} \]

\[ I_{inc} = H_0 e^{-i(\omega t - \kappa nx)} \] and \( \alpha = \frac{4\pi k}{\lambda} \)

where \( \alpha \) is extinction coefficient and \( k \) is the imaginary part of the complex refractory index.

\[ T = (1 - R)^2 e^{-\alpha} \]

Therefore by measuring the transmission and reflection from a sample we can determine the imaginary part of the complex refractory index, \( k \). To get the real part \( n \) we need to either use Kramers-Kronig analysis (see [3]) or we can use this relation:

\[ R = \frac{(n-1)^2 + k^2}{(n+1)^2 + k^2} \]

6. Comparing laboratory and “theoretical” spectra

One of the ways in which we use complex refractive indices is to calculate spectra and determine the effect of, e.g., grain shape, size etc. However, sometimes calculated spectra are not precisely the same as those directly measured. For instance, Fig. [4] left; from [5]) shows the difference between the absorption cross-section (\( \sigma_{abs} \)) for hematite (Fe$_2$O$_3$) for direct measurements vs
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those calculated using spherical grains (from Mie theory) or continuous distributions of ellipsoids. It is clear from the figure that spherical grains are far from providing a good approximation to reality.

A similar situation was demonstrated for silicon carbide (SiC; [2, 7]) as shown in Fig. 4(right). In this case we see the comparison between spectra calculated from laboratory-measured complex refractive indices and those calculated from “synthetic” indices [8]. The “synthetic” data from [8] was produced by compiling and manipulating data from many disparate laboratory studies of SiC and then the complex refractive indices are extracted assuming that the dust grains are spherical. In fact the calculated spectra are only valid if the grains in the model are spherical. Comparing the spectra generated from the synthetic and real refractive indices we see again that they are different. Furthermore, the problem of using spherical grain models is demonstrated. We will investigate the problems of synthetic spectra further in the next section.

Figure 4: Left: Comparison of absorption cross sections for hematite (Fe$_2$O$_3$) from Marra et al. (2011). The black line labeled experimental is $\sigma_{abs}$ measured directly from a distribution of small grains of hematite. The colored lines are the $\sigma_{abs}$ spectra calculated from complex refractive indices for bulk (slab) hematite. Right: Comparison of calculated absorption efficiencies for SiC using synthetic [8] and laboratory-measured [2] complex refractive indices for SiC. Mie theory = spherical grains; CDE = Continuous distribution of ellipsoid; CDS = continuous distribution of spheroids; and DHS = distribution of hollow sphere, which is used as a proxy for fluffy grains [9]. See [2, 7] for more information on the new SiC data.

Looking more closely at the left panel in Fig. 4 we see that there is a still a difference between the best model spectrum (with the “peaked” continuous distribution of ellipsoidal grains$^5$) and the directly observed $\sigma_{abs}$ values. There are several reasons for this including scattering from particular material and non-ellipsoidal grain shapes. Looking at Figs. 1, 2 and 3, we can see that internal scattering in a slab will affect the measurements of transmittance and reflectance and thus any derivation of absorbance, absorptivity or complex refractive indices. Fig. 5 shows how using a distribution of particles has this effect and thus may affect the measurements of $T$ and $R$ and thus the inferred absorption properties. Early laboratory studies compared directly measured spectra with those calculated from the complex refractive indices and found discrepancies. It was suggested that the discrepancies implied the need to correct the measured spectra. However, the discrepancies were due to experiment methods, non-identical samples and non-dilute particle distributions, rather

$^5$“peaked” denoted a distribution in which not all shapes of ellipsoids of equally abundant. There are more grains that are nearly spherical and severely prolate or oblate.
than an intrinsic difference in the optical functions. It was shown that as long as care is taken with the measurement, identical results can be achieved with particulate and slab samples of the same material\cite{10}.

Figure 5: Schematic depiction of the effect measuring reflectance and transmittance from a distribution of particles. Light scattered to the sides is not detected in either $R$ and $T$ measurements and leads to overestimates of absorption.

7. Selecting Optical Constants: A case study of astronomical silicates

7.1 A brief history of the classic “10$_\mu$m” silicate feature

One of the most commonly observed features associated with cosmic dust is the so-called “10$_\mu$m” silicate feature. It was first observed in the late sixties as an emission feature in the infrared (IR) spectra of several evolved stars\cite{11}. Shortly thereafter it was observed in absorption in the interstellar medium (ISM;\cite{12,13}). Since then, it has been found in many astrophysical environments including the solar system and extrasolar planetary systems (e.g.,\cite{14} and references therein), the circumstellar regions of both young stellar objects and evolved intermediate mass stars (asymptotic giant branch [AGB] stars, and planetary nebulae; e.g.,\cite{15,16}); many lines of sight through the interstellar medium in our own galaxy (e.g.,\cite{17,18}; in nearby and distant galaxies (e.g.,\cite{19}).

Initially this feature was attributed to silicate minerals\cite{20} based on spectra of mixtures of crystalline silicate species predicted to form by theoretical models\cite{21,22}. However, lab spectra of crystalline silicate minerals showed more structure within the feature than observed in the astronomical spectra (see e.g.,\cite{23,24}). Subsequent comparison with natural glasses (obsidian and basaltic glass; from e.g.\cite{25} and with artificially disordered silicates\cite{26,27} showed that disordered silicate is a better candidate for the 10$_\mu$m feature than any crystalline silicate mineral.

7.2 History of laboratory spectra for the 10$_\mu$m feature

Since the discovery of the 10$_\mu$m feature, there have been many laboratory studies producing IR spectra and optical constants of various samples for comparison with and modeling of observational
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data. In addition, “synthetic” complex refractive indices have been derived from observational spectra (based in part on real mineral data) in order to match the observed features (e.g., [28, 29, 30]).

The first laboratory spectra used in astronomical silicate studies were of crystalline silicates and natural glasses (e.g., [25]). Various studies have attempted the produced “amorphous” samples through chemical vapor deposition (e.g., [26]), smokes (e.g., [31]), ion-irradiation of crystalline samples (e.g., [27]), and laser ablation of crystalline samples ([32]). Further refinement of laboratory techniques were achieved by the group at Jena (e.g., [33, 34]). For a detailed discussion of these previous laboratory data see [35].

However, most of the laboratory data available comes in the form of mass absorption coefficients or some variation in $Q$-values and frequently have cover only a limited wavelength. In order to incorporate dust species into models of astrophysical environments we need often need the complex refractive indices. Consequently, many astronomers choose to use “synthetic” refractive indices because they cover the large wavelength range. Moreover, laboratory spectra often yield $\sim 10\mu$m features that are not a good match to observed features. Synthetic refractive indices as usually derive in part from observations, and thus can match (some) observations.

7.3 Synthetic Functions

Figure 6: Complex refractive index of “Astronomical Silicate” from [28]. Main figure solid lines = $n$, real part of the complex refractive index; dashed lines = $k$, imaginary part of the complex refractive index. Inset: same as main figure but with logarithmic axes. Purple = far UV to X-ray region, from alumina; Blue = UV-optical, from crystalline olivine; Green - merge between UV-optical measurements of olivine and derivation from observations in the infrared; Orange - derived from infrared observations of the Trapezium; Red - assumes an emissivity index $\beta = 2$ based on some data from terrestrial silicates.

Complex refractive indices (otherwise known as optical functions) are extremely important as they are used as inputs for radiative transfer models and in analyzing the effect of grain mor-
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phenologies on spectral features. However, quality laboratory data are not available for many of the compounds believed to exist in space, particularly at ultraviolet-visible (UV-vis) and far-infrared wavelengths. Thus, the paucity of data for dust grains is problematic for modeling dusty environments. Both Draine & Lee (1984) [28] and Ossenkopf, Mathis & Henning (1992) [29] compiled observational spectral data and derived dust opacities from which they calculated new optical functions specifically designed to match the astronomical observations. More recently, Draine (2003) [30] updated the Draine & Lee optical function, but the major problems remain. The assumptions implicit in those studies yield optical functions that will match some spectral features, and can be used for comparison of optical depths between different dusty environments, they do not provide information on the true nature of the dust in space or how it varies from location to location. These calculated optical constants fail to match many observed features (e.g. [36, 37])

In both cases, the optical functions are generated by compiling data from a number of sources in order to get the broad wavelength coverage needed. The region around the classic 10 µm feature is based on astronomical observations rather than laboratory data. For Draine & Lee, the 10 µm region was determined from observations of the Trapezium. Meanwhile, Ossenkopf et al. used the mean 10 µm feature from ∼500 evolved red giants from [38]. In all cases ([28, 29, 30]) the profile of the 10 µm feature comes from observations and thus cannot be used to diagnose differences in silicate features from place to place. Figure 6 shows how the data in [30] and [28] were compiled. For the x-ray region, the data comes from laboratory experiments on Al₂O₃ (not amorphous silicate.). For the UV portion, the data comes from laboratory experiments using crystalline (not amorphous) silicate. The near-infrared regions is simply a merge between the adjacent optical and mid-IR regions, while the mid-IR comes from astronomical, not laboratory observations. Finally, the far-infrared to radio region was determined assuming an emissivity law (β =2). As will be seen in other papers in this volume, the value of β is not so simple and depends and many factors including composition, crystal structure, grain size and temperature (see also [39, 40]). Figure 7 shows the real (n, top panel) and imaginary (k, bottom panel) parts of complex refractive indices from the most commonly used synthetic optical functions [28, 29, 30] together with new lab-based data [41]. The new optical functions are measure directly from a single sample of iron-free silicate with otherwise solar abundances (see [35]) over a large wavelength range. It is clear that the synthetic optical functions have significantly different profiles to this new “real” dataset which will soon be publicly available[41].
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Figure 7: Comparison of synthetic complex refractive indices for “astronomical silicate” from [28, 29] with laboratory-derived optical function of a cosmic abundance silicate from [41] (details of the infrared portion and the sample synthesis available in [35]).


