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The emergence of massless Dirac fermion in graphene has attracted attention in recent years due to the remarkable features. The tight-binding honeycomb lattice hamiltonian to explain this feature has a close analogy with "the staggered fermion" which is widely used in lattice gauge theory. Employing the position space formalism developed in lattice gauge theory, we reformulate the tight-binding honeycomb model. We show that there exists a hidden exact symmetry at finite lattice spacing, which protects the masslessness of the Dirac fermion.
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## 1. Introduction

Graphene is a two dimensional sheet of Carbon atom havinv four valence electrons in $\mathrm{sp}^{2}$ orbit, three of which are used for $\sigma$ bond for neighboring Carbon atoms to form the honeycomb lattice structure and one of which can hop freely on the graphene sheet[屾, [], [], 四]. One of the striking features of Graphene is the emergence of massless Dirac fermion at low energy with fermi velocity around $c / 300[\square],[]]$. In condensed matter language, this correspond to the existence of special momenta $K$ called 'Dirac points' and low energy excitation around the Dirac points with linear dispersion relation gapless mode with linear dispersion relation $E \approx \pm|k-K|$, where $k$ is the momentum. The gapless mode give rise to a very high electron mobility $\mu \sim 15,000 \mathrm{~cm}^{2} \mathrm{~V}^{-1} \mathrm{~s}^{-1}$ at room temperature. In fact, the graphene is the most conductive material on earth. It is also known that the bilaer graphene has gapless mode with quadratic dispersion relation $E \approx \pm|k-K|^{2}$, where $k$ is the momentum. Since the band gap can be controlled by applying the electric field perpendicular to the plane, it is expected bilayer graphene may realize the new device for transistor.

The existence of Dirac points for fermions on honeycomb lattice was pointed out by Wallace $[6]$ and the linear dispersion around the Dirac points was shown by McClure [ [ ] ]. It was also shown that the discrete symmetries of the honeycomb lattice guarantee the existence of the Dirac
 energy excitations around two independent Dirac points on the fermi-surface is described by two relativistic Weyl fermions having opposite chiralities, which are also regarded as massless Dirac fermion. In lattice gauge theory, there are several formulations to describe Dirac fermion on the lattice. In the staggered fermion formulation [[4]], the $2^{d-2}$ flavor Dirac fermions emerge at low energy from a single spinless fermion hopping around the d-dimensional hypercubic lattice, in close analogy to the Semenoff's model. The staggered fermion has been studied in momentum space representation [[5]], in which the fermion field is divided into $2^{d}$ components corresponding to the subdomains in the total momentum space and in position space formalism [6] where the $2^{d}$ spin-flavor degrees of freedom of the Dirac fermion arise from the sites within the d-dimensional hypercubic unit cell. The advantage of the position space formulation is that one can identify the the spin flavor symmetry as a local theory. Therefore the quantum number of low energy excitations is clearly identified. As a by-product, one can also construct the exact chiral symmetry at finite lattice spacing.

In the case of honeycomb lattice in $2+1$ dimension, the approach by Semenoff [[L]] is analogous to the momentum space formulation for staggered fermion. Therefore, It is natural to expect that position space formulation might also be possible for graphene system.

In this talk, I will show how to construct the Dirac fermion in position space on honeycomb lattice in analogy with the staggered fermion [ㅍ]]. Using this formalism, I will also show that there is a hidden exact "flavor-cihral" symmetry in the tight-binding Hamiltonian for graphene system.

## 2. Tight-binding model

The essential properties of the graphene system can be described by the tight binding model


Figure 1: Honeycomb lattice is constituted of two triangular sub-lattices A and B.
on honeycomb lattice with the Hamiltonian

$$
\begin{align*}
\mathscr{H}= & -t \sum_{\vec{r} \in A} \sum_{i=1,2,3}\left[a^{\dagger}(\vec{r}) b\left(\vec{r}+\vec{s}_{i}\right)+b^{\dagger}\left(\vec{r}+\vec{s}_{i}\right) a(\vec{r})\right] \\
& -t^{\prime}\left[\sum_{\vec{r} \in A} \sum_{j=1}^{6} a^{\dagger}(\vec{r}) a\left(\vec{r}+\vec{s}_{j}^{\prime}\right)+\sum_{\vec{r} \in B} \sum_{j=1}^{6} b^{\dagger}\left(\vec{r}+\overrightarrow{s_{j}^{\prime}}\right)(\vec{r})\right] \tag{2.1}
\end{align*}
$$

where the first line is the nearest neighbor hopping term and the second line is the next-to-nearest neighbor hopping term, and $t, t^{\prime}$ are hopping amplitudes, whose value for the Graphene system can be estimated as $t=2.8 \mathrm{eV}$ and $t^{\prime}=0.1 \mathrm{eV}$ [?]. The operators $a\left(a^{\dagger}\right)$ and $b\left(b^{\dagger}\right)$ are the fermionic annihilation (creation) operators of electrons on two triangular sublattices A and B respectively. The two dimensional vectors $\vec{s}_{i}(i=1,2,3)$ and $\overrightarrow{s_{j}^{\prime}}(j=1, \cdots, 6)$ denote the position for three nearest neighbors and the six next-to-nearest neighbors respectively. $\vec{s}_{i}(i=1,2,3)$ is explicitly given as

$$
\begin{equation*}
\vec{s}_{1}=a_{0}(1,0), \vec{s}_{2}=a_{0}(-1 / 2, \sqrt{3} / 2), \vec{s}_{3}=a_{0}(-1 / 2,-\sqrt{3} / 2) \tag{2.2}
\end{equation*}
$$

where $a_{0}$ denotes a honeycomb lattice spacing, which is estimated as $a_{0}=1.42 \AA$ [?] for the graphene. In order to find the Dirac points, we make Fourier transformation

$$
\begin{equation*}
a(\vec{r})=\int \frac{d^{2} k}{(2 \pi)^{2}} e^{i \vec{k} \cdot \vec{r}}\left(\vec{a}(\vec{k}), b(\vec{r})=\int \frac{d^{2} k}{(2 \pi)^{2}} e^{i \vec{k} \cdot \vec{r}} \tilde{b}(\vec{k})\right. \tag{2.3}
\end{equation*}
$$

for the fermionic creation and annihilation operator. The nearest neighboring Hamiltonian represented in momentum space is given by

$$
\mathscr{H}=\int \frac{d^{2} k}{(2 \pi)^{2}}\binom{\tilde{a}(\vec{k})}{\tilde{b}(\vec{k})}^{\dagger}\left(\begin{array}{cc}
0 & D(\vec{k})  \tag{2.4}\\
D^{*}(\vec{k}) & 0
\end{array}\right)\binom{\tilde{a}(\vec{k})}{\tilde{b}(\vec{k})}
$$

with

$$
\begin{equation*}
D(\vec{k})=t \sum_{i=1,2,3} e^{i k \cdot \vec{\beta}_{i}} . \tag{2.5}
\end{equation*}
$$

Thus the energy eigenvalue of the above Hamiltonian is represented as

$$
\begin{equation*}
E(\vec{k})= \pm t\left|\sum_{i=1,2,3} e^{i \vec{k} \cdot \vec{s}_{i}}\right| . \tag{2.6}
\end{equation*}
$$

In the half-filled electron system, the negative and positive eigenvalues, which corresponds to the valence band and conduction band respectively, appear, and there are two independent Dirac points $\vec{K}_{ \pm}$, in which $E\left(\vec{K}_{ \pm}\right)=0$ is fulfilled, on the fermi-surface.

In order to derive the low energy effective Hamiltonian, we expand $D(\vec{k})$ around the Dirac points with respect to the momentum. Regarding $\vec{K}_{ \pm}$and A, B site as spin degrees of freedom (DOF), and defining four component Dirac-spinor field $\tilde{\xi}(\vec{p})$ as

$$
\begin{equation*}
\tilde{\xi}(\vec{p})=\left(\tilde{a}\left(\vec{K}_{+}+\vec{p}\right), \tilde{b}\left(\vec{K}_{+}+\vec{p}\right), \tilde{b}\left(\vec{K}_{-}+\vec{p}\right), \tilde{a}\left(\vec{K}_{-}+\vec{p}\right)\right)^{T} \tag{2.7}
\end{equation*}
$$

the Hamiltonian in Eq.(2.4) reads

$$
\begin{equation*}
\mathscr{H} \approx i v \sum_{i=1,2} \int_{\mathrm{BZ}} \frac{d^{2} p}{(2 \pi)^{2}} \tilde{\xi}^{\dagger}(\vec{p})\left[\hat{\gamma}_{0} \hat{\gamma}_{i} p_{i}\right] \tilde{\xi}(\vec{p}) \tag{2.8}
\end{equation*}
$$

Since the above is same form as the kinematic term of Dirac fermion field, $v=3 a_{0} t / 2$ is interpreted as a fermi velocity of quasiparticles. Note that the gamma matrices $\hat{\gamma}_{0}, \hat{\gamma}_{1}, \hat{\gamma}_{2}$ satisfy Clifford algebra $\left\{\hat{\gamma}_{\mu}, \hat{\gamma}_{v}\right\}=g_{\mu v} \cdot 1_{4 \times 4}$, where $g_{\mu v}$ is a metric in $2+1$ dimensional space-time. Furthermore, introducing the matrix $\hat{\gamma}_{3}$, which is anti-commutative with $\hat{\gamma}_{0}, \hat{\gamma}_{1}, \hat{\gamma}_{2}$, we can define $\hat{\gamma}_{5}=i \hat{\gamma}_{0} \hat{\gamma}_{1} \hat{\gamma}_{2} \hat{\gamma}_{3}$ [ [区] , which we call as flavor-chiral symmetry forbidding a (parity-invariant) mass term $m \tilde{\xi}^{\dagger} \hat{\gamma}_{0} \tilde{\xi}$.

We notice that, in the above derivation, it is not clear whether the theory is manifestly local, because each component of fermion field is defined only in the subdomain near the low-energy points $K_{ \pm}$so that the continuity of the Dirac fermion in momentum space is not obvious.

## 3. Discrete symmetries and the Dirac points

It has been known by condensed matter physicists that the existence of the Dirac points [畋], [ 9 ], [10] and their local stability [1] , [12] can be understood by the discrete symmetries of the underlying lattice structure. Let us review the conventional understanding of the Dirac points.

### 3.1 Bloch wave function

Let us denote the wavefunctions of the valence electron around the carbon atom at A site with position $\vec{x}$ and at B site with position $\vec{x}+\vec{s}_{1}$ as $|A, \vec{x}\rangle$ and $\left|B, \vec{x}+\vec{s}_{1}\right\rangle$ respectively. One can see that the pair of lattice sites $\vec{x}, \vec{x}+\vec{s}_{1}$ form the minimal unit cell and the whole lattice has a periodicity with respect to the fundamental vectors $\vec{b}_{i}(i=1,2,3)$. Although we have assigned $\vec{x}+\vec{s}_{1}$ for the
partner B, one could instead assign $\vec{x}+\vec{s}_{2}$ or $\vec{x}+\vec{s}_{3}$. The Bloch wave function with momentum $\vec{k}$ can be written as

$$
\begin{equation*}
|A, \vec{k}\rangle=\sum_{\vec{x}} \exp (i \vec{k} \cdot \vec{x})|A, \vec{x}\rangle,|B, \vec{k}\rangle=\sum_{\vec{x}} \exp (i \vec{k} \cdot \vec{x})\left|B, \vec{x}+\vec{s}_{1}\right\rangle \tag{3.1}
\end{equation*}
$$

Since the Hamiltonian is invariant under discrete translation $\vec{x} \rightarrow \vec{x}+\vec{b}_{i}(i=1,2,3)$, One can show that the Hamiltonian can be diagonalized in momentum as

$$
\begin{equation*}
\mathscr{H}=\int \frac{d k^{2}}{(2 \pi)^{2}}\left(a^{\dagger}(k) b^{\dagger}(k)\right)\binom{\langle A, k| H|A, k\rangle\langle A, k| H|B, k\rangle}{\langle A, k| H|B, k\rangle\langle B, k| H|B, k\rangle}\binom{ a(k)}{b(k)} \tag{3.2}
\end{equation*}
$$

Diagonalizing the Hamiltonian, one can obtain the following dispersion relation

$$
\begin{equation*}
E(\vec{k})=\frac{1}{2}\left[\langle A, k| H|A, k\rangle+\langle B, k| H|B, k\rangle \pm \sqrt{\left.(\langle A, k| H|A, k\rangle-\langle B, k| H|B, k\rangle)^{2}+4|\langle A, k| H| B, k\right\rangle\left.\right|^{2}}\right] \tag{3.3}
\end{equation*}
$$

The gap vanishes only when

$$
\begin{equation*}
\langle A, k| H|A, k\rangle=\langle B, k| H|B, k\rangle,\langle A, k| H|B, k\rangle=0 . \tag{3.4}
\end{equation*}
$$

holds simultaneously. In the next few subsections, we will see that the discrete symmetries of the honeycomb lattice can restrict the properties of the matrix elements in the Hamiltonian in Eq.(4.[3]).

### 3.2 Inversion symmetry

The position vectors for A site $\vec{x}_{A}$ and B site can be labeled by integers and vectors $\vec{s}_{i}(i=1,2,3)$ as

$$
\begin{align*}
& \vec{x}_{A}=n_{1} \vec{s}_{1}+n_{2} \vec{s}_{2}+n_{3} \vec{s}_{3}, \\
& \vec{x}_{B}=\vec{s}_{1}+n_{1} \vec{s}_{1}+n_{2} \vec{s}_{2}+n_{3} \vec{s}_{3} \tag{3.5}
\end{align*}
$$

where $n_{1}, n_{2}, n_{3}$ are arbitrary set of integers satifsfying $n_{1}+n_{2}+n_{3}=0$. Let us consider the inversion $P$ with respect to the line which is perpendicular to the bond connecting the A site at the origin and the B site at $\vec{s}_{1}$. Under this inverstion A sites and B sites are mapped as

$$
\begin{align*}
\vec{x}_{A} \equiv n_{1} \vec{s}_{1}+n_{2} \vec{s}_{2}+n_{3} \vec{s}_{3} \xrightarrow{P} \vec{x}_{B}^{\prime} \equiv \vec{s}_{1}+\left(-n_{1}\right) \vec{s}_{1}+\left(-n_{2}\right) \vec{s}_{2}+\left(-n_{3}\right) \vec{s}_{3}, \\
\vec{x}_{B} \equiv \vec{s}_{1}+n_{1} \vec{s}_{1}+n_{2} \vec{s}_{2}+n_{3} \vec{s}_{3} \xrightarrow{P} \vec{x}_{A}^{\prime} \equiv\left(-n_{1}\right) \vec{s}_{1}+\left(-n_{2}\right) \vec{s}_{2}+\left(-n_{3}\right) \vec{s}_{3} . \tag{3.6}
\end{align*}
$$

Using the definition of the Bloch state and the inversion property of the honeycomb lattice, one can show after a little algebra that the Bloch wavefunctions transform under inversion as

$$
\begin{equation*}
P|A, \vec{k}\rangle=\left|B, \vec{k}_{P}\right\rangle, \quad P|B, \vec{k}\rangle=\left|A, \vec{k}_{P}\right\rangle \tag{3.7}
\end{equation*}
$$

where $\vec{k}_{P}$ is the mometum obtained from $\vec{k}$ by inversion operation $P$. Since the hopping probabilty respects the symmetry of the honeycomb lattice, the Hamiltonian is also invariant under inversion $P$. Therefore, one finds

$$
\left.\begin{array}{rl}
\langle A, \vec{k}| H|A, \vec{k}\rangle & =\left\langle B, \vec{k}_{P}\right| H\left|B, \vec{k}_{P}\right\rangle,
\end{array} \quad\langle A, \vec{k}| H|B, \vec{k}\rangle=\left\langle B, \vec{k}_{P}\right| H\left|A, \vec{k}_{P}\right\rangle, ~ 子 B, \overrightarrow{k_{k}}|H| B, \vec{k}_{P}\right\rangle, \quad\langle B, \vec{k}| H|B, \vec{k}\rangle=\left\langle A, \vec{k}_{P}\right| H\left|A, \vec{k}_{P}\right\rangle .
$$

## 3.3 $C_{3}$ rotation symmetry

Let us next consider the rotation around the A site at the origin $x_{A}=(0,0)$. The honeycomb lattice is invariant.Under rotation by 120 degrees which we shall call ' $C_{3}$ rotation'. The $C_{3}$ rotation maps A sites and B sites as

$$
\begin{align*}
\vec{x}_{A} \equiv n_{1} \vec{s}_{1}+n_{2} \vec{s}_{2}+n_{3} \vec{s}_{3} \xrightarrow{C_{3}} \vec{x}_{A}^{\prime} & \equiv n_{1} \vec{s}_{2}+n_{2} \vec{s}_{3}+n_{3} \vec{s}_{1} \\
\vec{x}_{B} \equiv \vec{s}_{1}+n_{1} \vec{s}_{1}+n_{2} \vec{s}_{2}+n_{3} \vec{s}_{3} \xrightarrow{C_{3}} \vec{x}_{B}^{\prime} & \equiv \vec{s}_{2}+n_{1} \vec{s}_{2}+n_{2} \vec{s}_{3}+n_{3} \vec{s}_{1} \\
& =\vec{s}_{1}+n_{1} \vec{s}_{2}+n_{2} \vec{s}_{3}+n_{3} \vec{s}_{1}+\left(\vec{s}_{2}-\vec{s}_{1}\right) . \tag{3.9}
\end{align*}
$$

Note that in the above equation there appears an additional contribution $\vec{s}_{2}-\vec{s}_{1}$ to the B site for the pair of A and B sites in a unit cell. Using the definition of the Bloch state and the inversion property of the honeycomb lattice, one can show after a little algebra

$$
\begin{align*}
C_{3}|A, \vec{k}\rangle & =\left|A, \vec{k}_{C_{3}}\right\rangle \\
C_{3}|B, \vec{k}\rangle & =e^{i \theta(\vec{k})}\left|B, \vec{k}_{C_{3}}\right\rangle \tag{3.10}
\end{align*}
$$

where $\vec{k}_{C_{3}}$ is the mometum obtained from $\vec{k}$ by inverse $C_{3}$ rotation and $\theta(\vec{k})=\vec{k} \cdot\left(\vec{s}_{2}-\vec{s}_{1}\right)$. Since the hopping probabilty respects the symmetry of the honeycomb lattice, the Hamiltonian is also invariant under inversion $C_{3}$. Therefore, one finds

$$
\begin{align*}
\langle A, \vec{k}| H|A, \vec{k}\rangle=\left\langle A, \vec{k}_{C_{3}}\right| H\left|A, \vec{k}_{C_{3}}\right\rangle, & \langle A, \vec{k}| H|B, \vec{k}\rangle & =e^{i \theta(\vec{k})}\left\langle A, \vec{k}_{C_{3}}\right| H\left|B, \vec{k}_{C_{3}}\right\rangle, \\
\langle B, \vec{k}| H|A, \vec{k}\rangle=e^{-i \theta(\vec{k})}\left\langle B, \vec{k}_{C_{3}}\right| H\left|B, \vec{k}_{C_{3}}\right\rangle, & \langle B, \vec{k}| H|B, \vec{k}\rangle & =\left\langle B, \vec{k}_{C_{3}}\right| H\left|B, \vec{k}_{C_{3}}\right\rangle . \tag{3.11}
\end{align*}
$$

### 3.4 Existence of Dirac points

If there exists a special momentum $\vec{k}^{*}$ which is a simultaneous fixed point under inversion $P$ and $C_{3}$ rotation i.e. $\vec{k}_{P}^{*}=\vec{k}_{C_{3}}^{*}=\vec{k}^{*}$, Eqs (B.8), (B.CI) give

$$
\begin{align*}
\left\langle A, \vec{k}^{*}\right| H\left|A, \vec{k}^{*}\right\rangle & =\left\langle B, \vec{k}^{*}\right| H\left|B, \vec{k}^{*}\right\rangle, \\
\left(e^{i \theta\left(k^{*}\right)}-1\right)\left\langle A, \vec{k}^{*}\right| H\left|B, \vec{k}^{*}\right\rangle & =0 \tag{3.12}
\end{align*}
$$

When the phase $\theta\left(k^{*}\right)$ is nontrivial, Eq. (B, 2/) implies that the Hamiltonian is proportional to identity matrix so that the two eigenvalues coincide which means that there is no gap at $\vec{k}=\vec{k}^{*}$. In fact, the Dirac points $\vec{K}_{ \pm}$are the only simultaneous fixed points under $P$ and $C_{3}$ with nontrivial phases $\theta\left(\vec{K}_{+}\right), \theta\left(\vec{K}_{-}\right)$. Therefore, one finds that the existence of the gapless points is guaranteed by the discrete symmetries of the honeycomb lattice without depending on the details of the Hamiltonian.

### 3.5 Local stability of the Dirac points

It is also known that under a certain condition, the Dirac points can be stable against any small detuning of the parameters of the Hamiltonian, such as small distortions of the honeycomb lattice etc. To discuss it, let us reparameterizing the matrix elements in Eq.(2.ل1) as

$$
\begin{equation*}
\langle A, \vec{k}| H|A, \vec{k}\rangle \equiv R_{0}(\vec{k})+R_{3}(\vec{k}),\langle A, \vec{k}| H|B, \vec{k}\rangle \equiv R_{1}(\vec{k})-i R_{2}(\vec{k}),\langle B, \vec{k}| H|B, \vec{k}\rangle \equiv R_{0}(\vec{k})-R_{3}(\vec{k}) \tag{3.13}
\end{equation*}
$$

where $R_{0}(\vec{k}), R_{i}(\vec{k})(i=1,2,3)$ are real functions of $\vec{k}$. Then, the energy eigenvalue for the general Hamiltonian can be written as

$$
\begin{equation*}
E(\vec{k})=R_{0}(\vec{k}) \pm \sqrt{\left(R_{1}(\vec{k})\right)^{2}+\left(R_{2}(\vec{k})\right)^{2}+\left(R_{3}(\vec{k})\right)^{2}} \tag{3.14}
\end{equation*}
$$

Regarding the functions $R_{i}(\vec{k})(i=1,2,3)$ as the map from the two dimensional Brillouin zone (BZ) to three dimensional Euclidean space $\mathrm{R}^{3}$,

$$
\begin{equation*}
\vec{k} \rightarrow \vec{R}(\vec{k}) \tag{3.15}
\end{equation*}
$$

the energy gap $2 \sqrt{R_{1}^{2}+R_{2}^{2}+R_{3}^{2}}$ is the minimum distance between the mapped torus in the target space and the origin. Gapless means that the torus in $R^{3}$ touches the origin. Since the detunings of the Hamiltonian correspond to the deformation of the map from the BZ to $\mathrm{R}^{3}$, it is easy to see that one requires a fine-tuning in order for the mapped torus to remain touching the origin after deformation, which means that under arbitrary detuning the gap is unstable.

However, there is an excemption. if there is a special symmetry in the Hamiltonian, the gap can be stable. For example, when the Hamiltonian has a $Z_{2}$ symmetry

$$
\begin{equation*}
\left\{H, \sigma_{3}\right\}=0 \tag{3.16}
\end{equation*}
$$

where $\sigma_{3}=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right), R_{3}(\vec{k})=0$. In this case, the functions $R_{i}(\vec{k})(i=1,2,3)$ always becomes a map from the two dimensional BZ to two dimensional Euclidean space $\mathrm{R}^{2}$. If the mapped torus contains the origin in $R^{2}$, it is obvious that the mapped torus also contains the origin after any small deformation which keeps the $Z_{2}$ symmetry. The tight-binding Hamiltonian with only nearest neighbor hopping terms is such an example.

The above arguments on the properties of the Dirac points based on the discrete symmetries and the Dirac points is quite general and is independent of the details of the Hamiltonian. On the other hand, whether there exists an exact continuous flavor-chiral symmetry at finite lattice spacing is unknown. Since the exact symmetry predicts the Nambu-Goldstone mode if there occurs a spontaneous symmetry breaking, it can affect the low energy dynamics. In the next section, using the analogy with the staggered fermion, we reformulate the fermions on honeycomb lattice in position space, which will be useful to study the hidden exact symmetry.

## 4. Position space formulation

### 4.1 Staggered fermion

The staggered fermion action in two dimension, for example, is

$$
\begin{equation*}
S=\frac{1}{2} \sum_{x} \sum_{\mu=1}^{2} \bar{\chi}(x) \eta_{\mu}(x)(\chi(x+\hat{\mu})-\chi(x-\hat{\mu})) \tag{4.1}
\end{equation*}
$$

with $\eta_{1}(x)=1$ and $\eta_{2}(x)=(-1)^{x_{1}}$. In position space formalism, one relabels the lattice sites $\left(x_{1}, x_{2}\right)$ as $\left(x_{1}, x_{2}\right)=\left(2 X_{1}+\rho_{1}, 2 X_{2}+\rho_{2}\right)$ with $X_{1}, X_{2}$ being integers and $\rho_{1}, \rho_{2}=0,1$. Relabeling also the fermion fields by introducing new fermion fields $\psi_{\rho}(X)$ as

$$
\begin{equation*}
\psi_{\rho_{1}, \rho_{2}}\left(X_{1}, X_{2}\right) \equiv \chi\left(x_{1}, x_{2}\right) \tag{4.2}
\end{equation*}
$$

This means the original lattice sites are decomposed into 1 ) internal degrees of freedom corresponding to the unit cell and 2) position degrees of freedom with lattice spacing which is twice as big as the original lattice spacing. In Fourier space, the original BZ is enfolded into smaller region so that all the zero points of the kinetic term of the massless staggered fermion are at the origin of the new BZ. The lattice action with relabeled fields can be written as

$$
\begin{equation*}
S=\sum_{X} \sum_{\rho, \rho^{\prime}} \sum_{\mu} \bar{\psi}(X)\left[\left(\Gamma_{\mu}\right)_{\rho, \rho^{\prime}} \nabla_{\mu}-\frac{i}{2}\left(\Lambda_{\mu}\right)_{\rho, \rho^{\prime}} \Delta_{\mu}\right] \psi_{\rho^{\prime}}(X) . \tag{4.3}
\end{equation*}
$$

Here we have matrices $\Gamma_{\mu}, \Lambda_{\mu}$ are defined as

$$
\begin{equation*}
\Gamma_{1}=\tau_{1} \otimes 1, \quad \Gamma_{2}=\tau_{3} \otimes \sigma_{1}, \quad \Lambda_{1}=\tau_{2} \otimes 1, \quad \Lambda_{2}=\tau_{3} \otimes \sigma_{2} \tag{4.4}
\end{equation*}
$$

and the difference operators $\nabla_{\mu}, \Delta_{\mu}$ are defined as

$$
\begin{align*}
\nabla_{\mu} \psi(X) & =\frac{1}{2}[\psi(X+\hat{\mu})-\psi(X-\hat{\mu})] \\
\Delta_{\mu} \psi(X) & =\frac{1}{2}[\psi(X+\hat{\mu})+\psi(X-\hat{\mu})-2 \psi(X)] \tag{4.5}
\end{align*}
$$

with $\hat{\mu}$ being the unit vector in $\mu$ direction. Int this formulation, one can see that the action takes the form of two flavor Dirac fermion with the naive kinetic term and the flavored-Wilson term. The flavored-Wilson term partially breaks the $S U(2)$ chiral symmetries and there remains a $U(1)$ chiral symmetry

$$
\begin{equation*}
\delta \psi(X)=\Gamma_{5} \psi(X), \delta \bar{\psi}(X)=\bar{\psi}(X) \Gamma_{5}, \tag{4.6}
\end{equation*}
$$

where $\Gamma_{5}=\tau_{3} \otimes \sigma_{3}$. In what follows, we study the analogous construction for fermions on honeycomb lattice.

### 4.2 Tight binding model on honeycomb lattice in the position space formulation

First we consider the new labeling of DOF of the fermionic creation and annihilation operator as shown in Figure []. In this labeling, we define $A \rho$ and $B \rho(\rho=0,1,2)$ as the new DOF having the operators on the site of honeycomb lattice. $\chi_{I \rho}^{\dagger}(\vec{x}), \chi_{I \rho}(\vec{x})$ are the new definition of creation and annihilation operators (the mass dimension of this operator is $\mathscr{O}(m)$.). The arguments $\vec{x}, \vec{y}$ are the positions of the center of hexagonal unit cell on the fundamental lattice,

$$
\begin{equation*}
\vec{e}_{0}=a(1,0), \vec{e}_{1}=a(-1 / 2, \sqrt{3} / 2), \vec{e}_{2}=a(-1 / 2,-\sqrt{3} / 2) \tag{4.7}
\end{equation*}
$$

where $a$ is the new lattice spacing defined as a distance between hexagonal unit cells. The triangular sublattice $I(=A, B)$ of honeycomb lattice is composed of hexagonal unit cells bounded by red circles in Figure $\downarrow$. Note that the summation of three unit vectors vanishes as $\vec{e}_{0}+\vec{e}_{1}+\vec{e}_{2}=0^{1}$
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Figure 2: Honeycomb lattice

Defining the first and second derivative operators in $\vec{e}_{\rho}$ directions on the fundamental lattice as

$$
\begin{equation*}
\nabla_{\rho}=\frac{1}{2}\left(T_{\rho}^{\dagger}-T_{\rho}\right), \quad \Delta_{\rho}=\frac{1}{2}\left(T_{\rho}+T_{\rho}^{\dagger}-2\right) \tag{4.9}
\end{equation*}
$$

$H$ can be also represented as

$$
\begin{equation*}
H(\vec{x}, \vec{y})=\tau_{1} \otimes M \delta_{\vec{x}, \vec{y}}-i \sum_{\rho}\left(\tau_{2} \otimes \Gamma_{\rho}\right) \nabla_{\rho}(\vec{x}, \vec{y})+\frac{1}{2} \sum_{\rho}\left(\tau_{1} \otimes \Gamma_{\rho}\right) \Delta_{\rho}(\vec{x}, \vec{y}) \tag{4.10}
\end{equation*}
$$

, where

$$
M=\left(\begin{array}{lll}
1 & 1 & 1  \tag{4.11}\\
1 & 1 & 1 \\
1 & 1 & 1
\end{array}\right), \Gamma_{0}=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \Gamma_{1}=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right), \Gamma_{2}=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

Now the first and the second terms in Eq. (4.J0) are interpreted as the mass term and the kinetic term in the continuum limit $(a \rightarrow 0)$, and also the third term vanishes, which is the second derivative term, in the continuum limit.

In the Fourier transformed language, we have

$$
\begin{equation*}
\mathscr{H}=\int \frac{d^{2} k}{(2 \pi)^{2}} \tilde{\psi}(\vec{k})^{\dagger} \tilde{H}(\vec{k}) \psi(\vec{k}) \tag{4.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{H}(\vec{k})=\tau_{1} \otimes M+\sum_{\rho}\left(\tau_{2} \otimes \Gamma_{\rho}\right) \sin k_{\rho}+\sum_{\rho}\left(\tau_{1} \otimes \Gamma_{\rho}\right)\left(\cos k_{\rho}-1\right) \tag{4.13}
\end{equation*}
$$

with $k_{\rho}=\vec{k} \cdot \vec{e}_{\rho}$. In order to give an intuitive picture for the eigenmodes of the Hamiltonian, we first consider the low energy limit, $k_{\rho} \rightarrow 0$, where the $\chi$ approaches to the constant field. In this limit, the Hamiltonian is

$$
\begin{equation*}
H^{\text {low }} \equiv \lim _{\vec{k} \rightarrow 0} t \tilde{H}(\vec{k})=t\left(\tau_{1} \otimes M\right) \tag{4.14}
\end{equation*}
$$

and using

$$
\begin{equation*}
\tilde{\chi}_{I \rho}(\vec{k})=\frac{1}{\sqrt{3}} \sum_{\rho^{\prime}=0,1,2} e^{i 2 \pi \rho \rho^{\prime} / 3} \psi_{I \rho^{\prime}}(\vec{k}) \tag{4.15}
\end{equation*}
$$

one easily sees the diagonalized form

$$
\begin{equation*}
H^{\text {low }}=t\left(\tau_{1} \otimes M^{\text {diag }}\right) \tag{4.16}
\end{equation*}
$$

with

$$
M^{\mathrm{diag}}=\left(\begin{array}{lll}
3 & 0 & 0  \tag{4.17}\\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) .
$$

This implies that the constant mode can be decomposed into two massless modes and one massive mode. Integrating out the massive mode $\tilde{\psi}_{I 0}(\vec{k})$, the Hamiltonian is reduced to the following form

$$
\begin{align*}
& \mathscr{H}_{\mathrm{ef}}=\int_{-\pi / a}^{\pi / a} \frac{d^{2} k}{(2 \pi)^{2}} \tilde{\psi}^{\dagger}(\vec{k})\left[v\left\{k_{1}\left(\tau_{2} \otimes \sigma_{1}\right)+k_{2}\left(\tau_{2} \otimes \sigma_{2}\right)\right\}+\mathscr{O}\left(k^{2}\right)\right] \tilde{\psi}(\vec{k}),  \tag{4.18}\\
& \tilde{\psi}(\vec{k})=\left(\begin{array}{lll}
\tilde{\psi}_{A 1}(\vec{k}) & \tilde{\psi}_{A 2}(\vec{k}) & \tilde{\psi}_{B 1}(\vec{k}) \\
\left.\tilde{\psi}_{B 2}(\vec{k})\right)^{T}
\end{array}, \$\right. \text {, } \tag{4.19}
\end{align*}
$$

with $v=a t / 2$. In the above tensor product representations, the latter of tensor structure acts on flavor space of physical mode $a=1,2$.

In the continuum limit, the effective Hamiltonian has the following 4 global symmetries,

$$
\begin{equation*}
1_{2 \times 2} \otimes 1_{2 \times 2}, \tau_{1} \otimes \sigma_{3}, \tau_{2} \otimes 1_{2 \times 2}, \tau_{3} \otimes \sigma_{3} \tag{4.20}
\end{equation*}
$$

Now we consider the existence of parity invariant mass term in the Hamiltonian. This term is invariant under the parity transformation (which is exchange symmetry of $A \leftrightarrow B$ and $x \rightarrow-x$ but $\rho \rightarrow \rho$ in Figure (]), and so that we have

$$
\begin{equation*}
m \tilde{\psi}^{\dagger}(\vec{k})\left(\tau_{1} \otimes 1_{2 \times 2}\right) \tilde{\psi}(\vec{k}) \tag{4.21}
\end{equation*}
$$

This is invariant under two global symmetries, $1_{2 \times 2} \otimes 1_{2 \times 2}, \tau_{1} \otimes \sigma_{3}$, whereas, under symmetry generated by $\tau_{2} \otimes 1_{2 \times 2}, \tau_{3} \otimes \sigma_{3}$, this mass term is not invariant. Therefore, in analogy to QCD , we shall call the symmetry with generator $\tau_{2} \otimes 1_{2 \times 2}, \tau_{3} \otimes \sigma_{3}$ as "flavor-chiral symmetry". Under this global symmetry, the parity invariant mass term Eq.(4.2ل]) is forbidden up to the first order of $\vec{k}$ (see in Table $\mathbb{W})$. We notice that the higher derivative term than $\mathscr{O}\left(k^{2}\right)$ violates "flavor-chiral symmetry" similar to Wilson fermion.

In the continuum limit, there exists a global flavor-chiral symmetry generated by $\tau_{3} \otimes \sigma_{3}$, however, as in the case of overlap fermion in lattice QCD, such global symmetry may be deformed by lattice artifact at finite lattice spacing. In the next section, we consider a possibility of flavorchiral symmetry on position space formulation in honeycomb lattice.

Table 1: Symmetry in effective theory for parity invariant mass term.

| Global symmetry |  |  |  |
| :---: | :---: | :---: | :---: |
| preserved |  | broken |  |
| $1_{2 \times 2} \otimes 1_{2 \times 2}$ | $\tau_{1} \otimes \sigma_{3}$ | $\tau_{2} \otimes 1_{2 \times 2}$ | $\tau_{3} \otimes \sigma_{3}$ |

## 5. Hidden exact symmetry

Let us now discuss the exact flavor-chiral symmetry at finite lattice spacing. We look for the possibility that flavor-chirial symmetry in the continuum may be preserved by adding a modification term of $O(a k)$ where $k$ is the momentum. Namely, the exact chiral symmetry for the Fourier transform of the fermion field $\tilde{\psi}(k)$ can be described as

$$
\begin{align*}
\delta \tilde{\psi}(k) & =\Gamma_{5}(k) \tilde{\psi}(k) \\
\Gamma_{5}(k) & =\Gamma_{5}^{\mathrm{cont}}+O(a k) \tag{5.1}
\end{align*}
$$

The condition for the exact flavor-chiral symmetry is

$$
\begin{equation*}
[\tilde{H}(k), \Gamma(k)]=0 \tag{5.2}
\end{equation*}
$$

Expanding the Hamiltonian in Eq.(4. $\mathrm{I}_{2}$ ]) and $\Gamma_{5}(k)$ in powers of $a k$, and substituting into Eq.(5.2), we can determine the momentum expansion coefficients for $\Gamma_{5}(k)$ order by order. For the flavorchiral symmetry corresponding to $\tau_{2} \otimes 1_{2 \times 2}$ in the continuum, we cannot find the solution of Eq.(5.2) at second order in $a k$, wheres fro the flavor-chiral symmetry corresponding to $\tau_{3} \otimes \sigma_{3}$ we can find the solution of $\mathrm{Eq}(5.2)$ at least through third order in $a k$.

Based on this experience in momentum expansion, we employ the following ansatz for exact flavor-chiral symmetry of Hamiltonian

$$
\begin{align*}
\delta \chi(\vec{x}) & =i \theta \Gamma_{5} \chi(\vec{x}) \\
& =i \theta\left[\left(\tau_{3} \otimes X\right) \chi(\vec{x})+\frac{1}{2} \sum_{\rho}\left(\tau_{3} \otimes Y_{\rho}\right)\left(\Delta_{\rho} \chi(\vec{x})+2 \chi(\vec{x})\right)+\frac{1}{i} \sum_{\rho}\left(1 \otimes Z_{\rho}\right)\left(\nabla_{\rho} \chi(\vec{x})\right)\right] \tag{5.3}
\end{align*}
$$

where $X, Y_{\rho}$, and $Z_{\rho}$ are unknown $3 \times 3$ Hermitian matrices. Based on this ansatz, we determine the form of $X, Y_{\rho}$, and $Z_{\rho}$ from the solution of symmetry equation $\left[\tilde{H}, \tilde{\Gamma}_{5}\right]=0$ in the momentum representation. $\tilde{\Gamma}_{5}$ is defined as in momentum representation, which is consistent with generator $\tau_{2} \otimes 1_{2 \times 2}$ of global flavor-chiral symmetry in the continuum limit Iimposing $\left[\tilde{H}(\vec{k}), \tilde{\Gamma}_{5}(\vec{k})\right]=0$, we obtain following equations;

$$
\begin{align*}
& \{\Lambda, X\}+\sum_{\rho}\left(\Gamma_{\rho} W_{\rho}+W_{\rho}^{\dagger} \Gamma_{\rho}\right)=0  \tag{5.4}\\
& \left\{\Gamma_{\rho}, X\right\}+\Lambda W_{\rho}^{\dagger}+W_{\rho} \Lambda=0  \tag{5.5}\\
& \Lambda W_{\rho}+W_{\rho}^{\dagger} \Lambda+\sum_{\sigma \neq \lambda(\sigma, \lambda \neq \rho)}\left(\Gamma_{\sigma} W_{\lambda}^{\dagger}+W_{\lambda} \Gamma_{\sigma}\right)=0  \tag{5.6}\\
& \Gamma_{\rho} W_{\rho}^{\dagger}+W_{\rho} \Gamma_{\rho}=0  \tag{5.7}\\
& \Gamma_{\rho} W_{\sigma}+W_{\sigma}^{\dagger} \Gamma_{\rho}=0(\rho \neq \sigma) \tag{5.8}
\end{align*}
$$



Figure 3: Geometrical picture flavor-chiral transformationof Left and right panel show transformation for $\chi_{A 0}(\vec{x})$ and one for $\chi_{B 0}(\vec{x})$ respectively. The transformation for $\chi_{A 0}(\vec{x})\left(\chi_{B 0}(\vec{x})\right.$ ) involves $\chi_{A \rho}(\vec{x})\left(\chi_{B \rho}(\vec{x})\right)$ surrounded by red (blue) square, where sign denotes its overall factor.
where $W_{\rho} \equiv \frac{1}{2}\left(Y_{\rho}+i Z_{\rho}\right)$. We obtain the explicit forms of $X, Y_{\rho}$, and $Z_{\rho}$ as

$$
\begin{align*}
& X=\left(\begin{array}{ccc}
0 & -i & i \\
i & 0 & -i \\
-i & i & 0
\end{array}\right),  \tag{5.9}\\
& Y_{0}=\left(\begin{array}{ccc}
0 & -i & 1 \\
i & 0 & 0 \\
-i & 0 & 0
\end{array}\right), Y_{1}=\left(\begin{array}{ccc}
0 & -i & 0 \\
i & 0 & -i \\
0 & i & 0
\end{array}\right), Y_{2}=\left(\begin{array}{ccc}
0 & 0 & i \\
0 & 0 & -i \\
-i & i & 0
\end{array}\right),  \tag{5.10}\\
& Z_{0}=\left(\begin{array}{ccc}
0 & -1 & 1 \\
-1 & 0 & 0 \\
1 & 0 & 0
\end{array}\right), Z_{1}=\left(\begin{array}{ccc}
0 & 1 & 0 \\
1 & 0 & -1 \\
0 & -1 & 0
\end{array}\right), Z_{2}=\left(\begin{array}{ccc}
0 & 0 & -1 \\
0 & 0 & 1 \\
-1 & 1 & 0
\end{array}\right) . \tag{5.11}
\end{align*}
$$

Next we consider how such flavor-chiral symmetry is interpreted as on honeycomb lattice. Rewriting Eq.(5.3) in components of $\chi(\vec{x})$, the transformation for $\chi_{A \rho}(\vec{x}), \chi_{B \rho}(\vec{x})$ reads

$$
\begin{align*}
\delta \chi_{A \rho}(\vec{x})= & \theta\left[\chi_{A_{\rho+1}}\left(\vec{x}+\vec{e}_{\rho+1}\right)-\chi_{A_{\rho-1}}\left(\vec{x}-\vec{e}_{\rho}\right)\right. \\
& \left.+\chi_{A_{\rho+1}}\left(\vec{x}-\vec{e}_{\rho}\right)-\chi_{A_{\rho-1}}\left(\vec{x}+\vec{e}_{\rho-1}\right)+\chi_{A_{\rho+1}}(\vec{x})-\chi_{A_{\rho-1}}(\vec{x})\right],  \tag{5.12}\\
\delta \chi_{B \rho}(\vec{x})= & \theta\left[-\chi_{B_{\rho+1}}\left(\vec{x}-\vec{e}_{\rho+1}\right)+\chi_{B_{\rho-1}}\left(\vec{x}+\vec{e}_{\rho}\right)\right. \\
& \left.-\chi_{B_{\rho+1}}\left(\vec{x}+\vec{e}_{\rho}\right)+\chi_{B_{\rho-1}}\left(\vec{x}-\vec{e}_{\rho-1}\right)-\chi_{B_{\rho+1}}(\vec{x})+\chi_{B_{\rho-1}}(\vec{x})\right] . \tag{5.13}
\end{align*}
$$

One can see that the flavor-chiral transformation involves the next-to-nearest neighbor sites with alternating signs as in Figure 3]. Using the conventional formulation as in Eq.(2.ل1), the flavor-chiral transformation of $a(\vec{x}), b(\vec{x})$ is expressed as

$$
\delta a(\vec{x})=\theta\left[a\left(\vec{x}+\vec{s}_{2}-\vec{s}_{3}\right)-a\left(\vec{x}-\vec{s}_{1}+\vec{s}_{2}\right)+a\left(\vec{x}+\vec{s}_{3}-\vec{s}_{1}\right)\right.
$$

$$
\begin{array}{r}
\left.-a\left(\vec{x}-\vec{s}_{2}+\vec{s}_{3}\right)+a\left(\vec{x}+\vec{s}_{1}-\vec{s}_{2}\right)-a\left(\vec{x}-\vec{s}_{3}+\vec{s}_{1}\right)\right] \\
\delta b(\vec{x})=\theta\left[b\left(\vec{x}+\vec{s}_{2}-\vec{s}_{3}\right)-b\left(\vec{x}-\vec{s}_{1}+\vec{s}_{2}\right)+b\left(\vec{x}+\vec{s}_{3}-\vec{s}_{1}\right)\right. \\
\left.-b\left(\vec{x}-\vec{s}_{2}+\vec{s}_{3}\right)+b\left(\vec{x}+\vec{s}_{1}-\vec{s}_{2}\right)-b\left(\vec{x}-\vec{s}_{3}+\vec{s}_{1}\right)\right] \tag{5.15}
\end{array}
$$

If we take a continuum limit $a \rightarrow 0$, the above flavor-chiral transformation becomes $\delta \chi(\vec{x})=\theta[X+$ $\left.\sum_{\rho} Y_{\rho}\right] \chi(\vec{x})=3 i \theta X \chi(\vec{x})$. In the mass basis, $X$ is transformed to the following form,

$$
\left(\begin{array}{ccc}
0 & 0 & 0  \tag{5.16}\\
0 & 1 & 0 \\
0 & 0 & -1
\end{array}\right)
$$

except for an overall factor. Thus, the exact flavor-chiral symmetry corresponds to the global flavorchiral symmetry $\tau_{3} \otimes \sigma_{3}$ as expected. The flavor-chiral symmetry in the low energy effective theory has been discussed in some literature (see a review [18]).

In the bilayer graphene, one has A sites and B sites in the upper layer and $\tilde{A}$ sites and $\tilde{B}$ sites in the lower layer. In the AB stacked bilayer graphene, the B sites in the upper layer sit on top on $\tilde{A}$ sites in the lower layer. In this system, there appears an additional inter-layer hopping term in the Hamiltonian

$$
H_{\text {inter }}=\int \frac{d^{2} k}{(2 \pi)^{2}}\left(a^{\dagger}(k) b^{\dagger}(k)\right)\left(\begin{array}{ll}
0 & 0  \tag{5.17}\\
\gamma & 0
\end{array}\right)\binom{\tilde{a}(k)}{\tilde{b}(k)}
$$

It is interesting to see that the flavor-chiral symmetry

$$
\begin{equation*}
\phi=i \theta \Gamma_{5} \psi, \tilde{\phi}=i \tilde{\theta} \Gamma_{5} \tilde{\psi} \tag{5.18}
\end{equation*}
$$

is preserved even with the interlayer hopping term, where $\psi$ and $\tilde{\psi}$ are fermions in the upper and lower layers provided that we set $\theta=\tilde{\theta}$ [Ш4] .

## 6. Summary

We discussed the low energy behavior of the fermions on honeycomb lattice. Conventially the existence of the Dirac points and the local stability against small detuning can be understood by the discrete symmetries of the honeycomb lattice.

We gave an alternative interpretation why there exists a massless Dirac fermion using the analogy with the staggered fermion. Reformulating the fermions on honeycomb lattice in position space, we interpret that the (pseudo-) spin and flavor degrees of freedom arise from the unit hexagonal lattice. We also find that the hidden exact symmetry corresponding to the partial $\mathrm{U}(1)$ flavorchiral symmetry at finite lattice spacing. This symmetry guarantees this existence of the massless Dirac fermion at low energy. The position space formulation easily extends toward the gauge interacting system. This also has the complementary information for understanding of the connection with honeycomb lattice simulation [20, , 21] Monte-Carlo simulation with electron-electron interaction [22, 23] and QED simulation with 2+1 dimensional fermion [25], 26]].
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[^0]:    *Speaker.
    ${ }^{\dagger}$ This talk is based on a work in collaboration with Masak Hirotsu, Eigo Shintani and Aya Kagimura.

[^1]:    ${ }^{1}$ Here we note that there is following relation between $\vec{e}_{\rho}(\rho=0,1,2)$ and $\vec{s}_{i}(i=1,2,3)$ :

    $$
    \begin{equation*}
    \vec{e}_{0}=3 \vec{s}_{1}, \vec{e}_{1}=3 \vec{s}_{2}, \vec{e}_{2}=3 \vec{s}_{3} \tag{4.8}
    \end{equation*}
    $$

