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Baryon number symmetry violating theories beyond the standard model with suppressed proton decay rates can be experimentally constrained by data on neutron-antineutron transition rates. In order to apply this constraints, theoretical predictions for the neutron-antineutron transition rates in various models must be available for comparison. Reliable predictions of transition rates between hadronic states must include non-perturbative quantum chromodynamic effects. These can be calculated in a model independent way by calculating six-quark operator matrix elements with lattice quantum chromodynamics. Preliminary lattice calculations have been performed, but operator renormalization effects must be included in order to match beyond the standard model calculations performed in $\overline{M S}$ renormalized perturbation theory with lattice regularized matrix element results. In particular, a perturbative calculation of the two-loop anomalous dimensions and one-loop renormalization scheme matching coefficients of these six-quark operators is necessary in order to determine leading order corrections at lattice matching scales. This describes our ongoing calculation of these perturbative operator renormalization effects.
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## 1. Introduction

The apparent matter-antimatter asymmetry of the universe remains an outstanding mystery of physics that cannot be explained within the standard model (SM) [1]. This disagreement between the SM and observation motivates the existence of beyond the standard model (BSM) theories with additional violation of $C P$ and baryon number ( $B$ ) conservation. Many BSM models with additional symmetry violation can be constructed, and experimental guidance is necessary to constrain the space of viable BSM models and determine what theory describes our matter-dominated universe.

Experimental measurements of, or bounds on, baryon number violation rates can only be directly compared to theoretical predictions of transition rates between hadronic states. Reliable calculations of hadronic observables must include the strong nuclear forces present, and performing top-down calculations of hadronic transition rates for every BSM model of interest is highly impractical. Instead, baryon number violating processes can be treated in a model-independent way by considering the standard model as an effective field theory that includes baryon number violating operators composed only of quarks and other SM degrees of freedom. The predictions of particular BSM models of interest can be straightforwardly parametrized in terms of local SM operators. Once the model-independent matrix elements of these operators have been determined, BSM models can be directly confronted with experimental constraints.

The most relevant baryon number violating operator that can be added to the standard model is a dimension 6 operator that permits proton decay. Experimental constraints on proton decay rates place stringent bounds on matrix elements of this operator and therefore the scale of $\Delta B=1$ physics. Many phenomenologically attractive BSM theories include a suppression of these wellconstrained $\Delta B=1$ effects, see Ref. [2] for a review. In these theories, the baryon number violating effects most accessible in low-energy experiments are typically $\Delta B=2$ neutron-antineutron transitions. Neutron decay searches have a long history [3], but extracting neutron transition rates from observations of nuclei remains challenging. Experiments using reactor neutron beams can provide clean measurements of the $n-\bar{n}$ transition rate [4], and current experimental bounds have the potential to be greatly improved with new measurements [5].

Turning precise experimental data on $n-\bar{n}$ transition rates into precise constraints on BSM physics presents theoretical challenges. Naive dimensional analysis alone cannot be used to reliably estimate transition rates-varying the value of $\Lambda_{Q C D}$ used for naive dimensional analysis of a sixquark operator matrix element leads to a thousand-fold transition rate variation. The requisite nuclear matrix elements have also been estimated within the MIT bag model [6], but there is no way to determine the theoretical uncertainty present.

The only technique currently available for turning experimental $n-\bar{n}$ transition rate data into constraints on BSM physics with quantified uncertainties is lattice quantum chromodynamics (LQCD). Preliminary LQCD calculations of the required matrix elements have been performed [7]. These simulations include large systemic uncertainties arising from the need to relate lattice regularized matrix elements defined at GeV scales to $\overline{M S}$ renormalized matrix elements defined at high scales where reliable BSM predictions have been made. This report describes an ongoing calculation of these operator renormalization effects.

## 2. Operator Renormalization

The Hamiltonian for $n-\bar{n}$ transitions can be expanded in a complete basis of six-quark operators, explicitly constructed below. Denoting these operators by $\mathscr{O}^{\mathbf{a}}$ the Wilson coefficients predicted by a particular BSM theory by $C^{\text {a }}$, the Hamiltonian density for $n-\bar{n}$ transitions is expanded as

$$
\begin{equation*}
\mathscr{H}_{n \bar{n}}=C_{0}^{\mathbf{a}} \mathscr{O}_{0}^{\mathbf{a}}=C^{\mathbf{a}}(\mu) \mathscr{O}^{\mathbf{a}}(\mu), \tag{2.1}
\end{equation*}
$$

where the first equality involves bare operators and coefficients and the second renormalized operators and coefficients defined at an arbitrary renormalization scale $\mu$. These are related by renormalization coefficients that are defined for a particular renormalization scheme and scale as

$$
\begin{equation*}
\mathscr{O}_{\text {scheme }}^{\mathrm{a}}(\mu)=Z_{\text {scheme }}^{\mathrm{ab}}(\mu) \mathscr{O}_{0}^{\mathbf{b}} . \tag{2.2}
\end{equation*}
$$

BSM models can typically be used to perturbatively calculate Wilson coefficients of $\overline{M S}$ renormalized operators at high scales. Model independent relations between these coefficients and measurable $n-\bar{n}$ transition rates can only be provided once lattice regularized matrix elements extracted from LQCD simulations are related to $\overline{M S}$ renormalized matrix elements at high scales.

Since the $\overline{M S}$ renormalization prescription can only be applied to dimensionally regularized (dim reg) matrix elements, relating lattice and $\overline{M S}$ matrix elements necessitates the introduction of an intermediate renormalization scheme that can be applied to both lattice and dim reg matrix elements. The Regularization Invariant Momentum (RI-MOM) scheme is well suited for this [8], and has been utilized for practical operator renormalization of kaon oscillation [9] and proton decay [10] matrix elements.

The RI-MOM renormalization scheme, explicitly defined below, is implemented by demanding that vertex functions calculated at a reference momentum $p_{0}$ are fixed to a particular value. This definition can be applied non-perturbatively to LQCD matrix elements in order to determine the coefficient matrix $Z_{R I}^{\text {latt }}\left(p_{0}\right)$ relating lattice regularized and RI-MOM renormalized operators. The RI-MOM scheme can also be applied perturbatively to dimensionally regularized matrix elements to determine $Z_{R I}^{\text {cont }}\left(p_{0}\right)$ and necessarily removes all poles in $D-4$ to produce finite renormalized matrix elements. This means that the ratio of $Z_{R I}^{\text {cont }}\left(p_{0}\right)$ to $Z_{\overline{M S}}\left(p_{0}\right)$ is a finite quantity that can be reliably calculated in perturbation theory provided $\alpha_{s}\left(p_{0}\right) \ll 1$.

Combining the matching factor given by this ratio with standard renormalization group analysis, the relation between $\overline{M S}$ operators at arbitrary scales and lattice operators with quark momenta $p_{0}$ is given by

$$
\begin{equation*}
\mathscr{O}_{\overline{M S}}(\mu)=\left(\frac{Z_{\overline{M S}}\left(p_{0}\right)}{Z_{R I}^{\text {cont }}\left(p_{0}\right)}\right) Z_{R I}^{\text {latt }}\left(p_{0}\right)\left[\frac{\alpha_{s}(\mu)}{\alpha_{s}\left(p_{0}\right)}\right]^{-\gamma_{0} / 2 \beta_{0}}\left[1+\left(\frac{\beta_{1} \gamma_{0}}{2 \beta_{0}^{2}}-\frac{\gamma_{1}}{2 \beta_{0}}\right) \frac{\alpha_{s}(\mu)-\alpha_{s}\left(p_{0}\right)}{4 \pi}\right] \mathscr{O}_{\text {latt }} \tag{2.3}
\end{equation*}
$$

where $\beta_{0}$ and $\beta_{1}$ are the one-loop and two-loop coefficients of the QCD $\beta$-function and $\gamma_{0}$ and $\gamma_{1}$ are the one-loop and two-loop coefficients of the $\Delta B=2$ operator anomalous dimension matrix.

Keeping both discretization and perturbative errors parametrically suppressed requires the hierarchy of scales $\Lambda_{Q C D} \ll p_{0} \ll a^{-1}$ where $a$ is the LQCD lattice spacing. BSM matching calculations are performed at much higher scales than present inverse lattice spacings, and so Eq. 2.3
will be generally applied to cases where $\alpha_{s}(\mu) \ll \alpha_{s}\left(p_{0}\right)$. In this case both one-loop contributions to the matching factor $\left(\frac{Z^{\overline{M S}}\left(p_{0}\right)}{Z_{\text {cont }}^{\text {MOM }}\left(p_{0}\right)}\right)$ and the two-loop anomalous dimension $\gamma_{1}$ provide $O\left(\alpha_{s}\left(p_{0}\right)\right)$ operator renormalization effects. The one-loop anomalous dimension has been known for some time [11], but both the one-loop matching factor and two-loop anomalous dimensions are unknown and form the targets of our investigation.

## 3. Operators and Vertex Functions

Six-quark operators that are Lorentz invariant, local, standard model gauge invariant, and have the correct flavor structure to describe $n-\bar{n}$ transitions can be expressed in a basis of operators of the form ${ }^{1}$

$$
\begin{align*}
\mathscr{O}_{\chi_{1} \chi_{2} \chi_{3}} & =\left(u_{i}^{T} C P_{\chi_{1}} u_{j}\right)\left(d_{j}^{T} C P_{\chi_{2}} d_{l}\right)\left(d_{m}^{T} C P_{\chi_{3}} d_{n}\right) T_{\{i j\}\{k l\}\{m n\}},  \tag{3.1}\\
\mathscr{O}_{\chi_{1} \chi_{2} \chi_{3}}^{2} & =\left(u_{i}^{T} C P_{\chi_{1}} d_{j}\right)\left(u_{k}^{T} C P_{\chi_{2}} d_{l}\right)\left(d_{m}^{T} C P_{\chi_{3}} d_{n}\right) T_{\{i j\}\{k l\}\{m n\}}, \\
\mathscr{O}_{\chi_{1} \chi_{2} \chi_{3}}^{3} & =\left(u_{i}^{T} C P_{\chi_{1}} d_{j}\right)\left(u_{k}^{T} C P_{\chi_{2}} d_{l}\right)\left(d_{m}^{T} C P_{\chi_{3}} d_{n}\right) T_{[i j][k l]\{m n\}},
\end{align*}
$$

where $\chi_{1}, \chi_{2}, \cdots= \pm$ are chirality labels with $P_{ \pm}=\frac{1}{2}\left(1 \pm \gamma_{5}\right), C$ is the charge conjugation matrix, and $i, j, k \cdots$ above are color labels. The only tensors that can combine six quarks of this flavor structure into color singlets are

$$
\begin{align*}
T_{\{i j\}\{k l\}\{m n\}} & =\varepsilon_{i k m} \varepsilon_{j l n}+\varepsilon_{j k m} \varepsilon_{i l n}+\varepsilon_{i l m} \varepsilon_{j k n}+\varepsilon_{i k n} \varepsilon_{j l m},  \tag{3.2}\\
T_{[i j][k]\{m n\}} & =\varepsilon_{i j m} \varepsilon_{k l n}+\varepsilon_{i j n} \varepsilon_{k l m},
\end{align*}
$$

where $\varepsilon_{i j k}$ is the Levi-Civita symbol. These tensors are symmetric $\{i j\}$ or antisymmetric $[i j]$ in each pair of indices as shown. Operators with more complicated Dirac matrix structures are not independent and can be expressed as linear combinations of those above through Fierz transformations. The trivial constraints $\mathscr{O}_{\chi L R}^{1}=\mathscr{O}_{\chi R L}^{1}, \mathscr{O}_{R L \chi}^{2,3}=\mathscr{O}_{L R \chi}^{2,3}$ and non-trivial constraints $\mathscr{O}_{\chi \chi \chi^{\prime}}^{2}-\mathscr{O}_{\chi \chi \chi^{\prime}}^{1}=3 \mathscr{O}_{\chi \chi \chi^{\prime}}^{3}$ immediately reduce the number of independent operators of this form from 24 to 14 . Parity further reduces the number of independent operators to 7 . Chiral symmetry provides further constraints, but maintaining a complete operator basis when utilizing chiral symmetry breaking lattice regularizations requires a basis of 7 independent operators such as

$$
\begin{equation*}
\mathscr{O}^{\mathbf{a}}=\left\{\mathscr{O}_{R L L}^{1}, \mathscr{O}_{L L R}^{2}, \mathscr{O}_{L R L}^{2}, \mathscr{O}_{R R R}^{2}, \mathscr{O}_{L L R}^{3}, \mathscr{O}_{L R R}^{3}, \mathscr{O}_{R R R}^{3}\right\} \tag{3.3}
\end{equation*}
$$

Vertex functions for each operator can be constructed (in both perturbation theory and LQCD) by Wick contracting with neutron and antineutron interpolating operators

$$
\begin{equation*}
\left(\Lambda^{\mathbf{a}}\right)_{i j k l m n}^{\alpha \beta \gamma \delta \eta \sigma}=\left.\left\langle\bar{u}_{i}^{\alpha} \bar{d}_{k}^{\gamma} \bar{d}_{l}^{\delta}(\mathbf{a} \mathscr{O}) \bar{u}_{j}^{\beta} \bar{d}_{m}^{\eta} \bar{d}_{n}^{\sigma}\right\rangle\right|_{a m p} \tag{3.4}
\end{equation*}
$$

where the subscript amp refers to the prescription of amputating external legs by taking

$$
\begin{equation*}
\bar{q}_{i}^{\alpha} \rightarrow \bar{q}_{i^{\prime}}^{\alpha^{\prime}}\left\langle\left(S_{q}^{-1}\right)_{i^{\prime} i}^{\alpha^{\prime} \alpha}\right\rangle \tag{3.5}
\end{equation*}
$$

[^1]where $S_{q}$ is the propagator for quark flavor $q$. The tree-level vertex functions for these operators are given explicitly by
\[

$$
\begin{align*}
& \left(\Lambda_{(0)}^{1}\right)_{i j k l m n}^{\alpha \beta \gamma \delta \eta \sigma}=\left\langle\bar{d}_{n}^{\sigma} \bar{d}_{m}^{\eta} \bar{d}_{l}^{\delta} \bar{d}_{k}^{\gamma} \bar{u}_{j}^{\beta} \bar{u}_{i}^{\alpha} u_{i^{\prime}}^{\alpha^{\prime}} u_{j^{\prime}}^{\beta^{\prime}}{ }_{k^{\prime}}^{\gamma^{\prime}} d_{l^{\prime}}^{\delta^{\prime}} d_{m^{\prime}}^{\eta^{\prime}} \bar{n}_{n^{\prime}}^{\sigma^{\prime}}\right\rangle X_{1}^{\alpha^{\prime} \beta^{\prime}} X_{2}^{\gamma^{\delta^{\prime}}} X_{3}^{\eta^{\prime} \sigma^{\prime}} T_{\left\{i^{\prime} j^{\prime}\right\}\left\{k^{\prime} l^{\prime}\right\}\left\{m^{\prime} n^{\prime}\right\}}  \tag{3.6}\\
& =8 T_{\{i j\}\{k l\}\{m n\}}\left[X_{1}^{\alpha \beta} X_{2}^{\gamma \delta} X_{3}^{\eta \sigma}+X_{1}^{\alpha \beta} X_{2}^{\eta \sigma} X_{3}^{\gamma \delta}\right]+8 T_{\{i j\}\{k m\}\{l n\}}\left[X_{1}^{\alpha \beta} X_{2}^{\eta \gamma} X_{3}^{\delta \sigma}+X_{1}^{\alpha \beta} X_{2}^{\delta \sigma} X_{3}^{\eta \gamma}\right] \\
& +8 T_{\{i j\}\{k n\}\{l m\}}\left[X_{1}^{\alpha \beta} X_{2}^{\gamma \sigma} X_{3}^{\delta \eta}+X_{1}^{\alpha \beta} X_{2}^{\delta \eta} X_{3}^{\gamma \sigma}\right], \\
& \left(\Lambda_{(0)}^{2,3}\right)_{i j k l m n}^{\alpha \beta \gamma \delta \eta \sigma}=-\left\langle\bar{d}_{n}^{\sigma} \bar{d}_{m}^{\eta} \bar{d}_{l}^{\delta} \bar{d}_{k}^{\gamma} \bar{u}_{j}^{\beta} \bar{u}_{i}^{\alpha} u_{i^{\prime}}^{\alpha^{\prime}}{ }_{j^{\prime}}^{\beta^{\prime}} d_{k^{\prime}}^{\gamma} d_{l^{\prime}}^{\delta^{\prime}} d_{m^{\prime}}^{\eta^{\prime}} d_{n^{\prime}}^{\sigma^{\prime}}\right\rangle X_{1}^{\alpha^{\prime} \gamma^{\prime}} X_{2}^{\beta^{\prime} \delta^{\prime}} X_{3}^{\eta^{\prime} \sigma^{\prime}} T_{\left(i^{\prime} k^{\prime}\right)\left(j^{\prime} l^{\prime}\right)\left\{m^{\prime} n^{\prime}\right\}}  \tag{3.7}\\
& =2 T_{(i k)(j l)\{m n\}}\left[X_{1}^{\alpha \gamma} X_{2}^{\beta \delta} X_{3}^{\sigma \eta}+X_{1}^{\beta \delta} X_{2}^{\alpha \gamma} X_{3}^{\sigma \eta}\right]+2 T_{(i k)(j m)\{l n\}}\left[X_{1}^{\alpha \gamma} X_{2}^{\beta \eta} X_{3}^{\delta \sigma}+X_{1}^{\beta \eta} X_{2}^{\alpha \gamma} X_{3}^{\delta \sigma}\right] \\
& +2 T_{(i k)(j n)\{l m\}}\left[X_{1}^{\alpha \gamma} X_{2}^{\beta \sigma} X_{3}^{\eta \delta}+X_{1}^{\beta \sigma} X_{2}^{\alpha \gamma} X_{3}^{\eta \delta}\right]+2 T_{(i l)(j k)\{m n\}}\left[X_{1}^{\alpha \delta} X_{2}^{\beta \gamma} X_{3}^{\eta \sigma}+X_{1}^{\beta \gamma} X_{2}^{\alpha \delta} X_{3}^{\eta \sigma}\right] \\
& +2 T_{(i l)(j m)\{k n\}}\left[X_{1}^{\alpha \delta} X_{2}^{\beta \eta} X_{3}^{\sigma \gamma}+X_{1}^{\beta \eta} X_{2}^{\alpha \delta} X_{3}^{\sigma \gamma}\right]+2 T_{(i l)(j n)\{k m\}}\left[X_{1}^{\alpha \delta} X_{2}^{\beta \sigma} X_{3}^{\gamma \eta}+X_{1}^{\beta \sigma} X_{2}^{\alpha \delta} X_{3}^{\gamma \eta}\right] \\
& +2 T_{(i m)(j k)\{l n\}}\left[X_{1}^{\alpha \eta} X_{2}^{\beta \gamma} X_{3}^{\sigma \delta}+X_{1}^{\beta \gamma} X_{2}^{\alpha \eta} X_{3}^{\sigma \delta}\right]+2 T_{(i m)(j l)\{k n\}}\left[X_{1}^{\alpha \eta} X_{2}^{\beta \delta} X_{3}^{\gamma \sigma}+X_{1}^{\beta \delta} X_{2}^{\alpha \eta} X_{3}^{\gamma \sigma}\right] \\
& +2 T_{(i m)(j n)\{k l\}}\left[X_{1}^{\alpha \eta} X_{2}^{\beta \sigma} X_{3}^{\delta \gamma}+X_{1}^{\beta \sigma} X_{2}^{\alpha \eta} X_{3}^{\delta \gamma}\right]+2 T_{(i n)(j k)\{l m\}}\left[X_{1}^{\alpha \sigma} X_{2}^{\beta \gamma} X_{3}^{\delta \eta}+X_{1}^{\beta \gamma} X_{2}^{\alpha \sigma} X_{3}^{\delta \eta}\right] \\
& +2 T_{(i n)(j l)\{k m\}}\left[X_{1}^{\alpha \sigma} X_{2}^{\beta \delta} X_{3}^{\eta \gamma}+X_{1}^{\beta \delta} X_{2}^{\alpha \sigma} X_{3}^{\eta \gamma}\right]+2 T_{(i n)(j m)\{k l\}}\left[X_{1}^{\alpha \sigma} X_{2}^{\beta \eta} X_{3}^{\gamma \delta}+X_{1}^{\beta \eta} X_{2}^{\alpha \sigma} X_{3}^{\gamma \delta}\right],
\end{align*}
$$
\]

where $X_{i}=C P_{\chi_{i}}$, $(i j)$ denotes $\{i j\}$ for ${ }^{2} \Lambda$ and $[i j]$ for ${ }^{3} \Lambda$, and we have suppressed chiral indices on ${ }^{\mathrm{a}} \Lambda$.

The RI-MOM renormalization condition is formally defined by a condition on these vertex functions evaluated with all quarks at a reference (Euclidean) momentum $p_{0}$ and $\mu^{2}=p_{0}^{2}$

$$
\begin{equation*}
\left.Z_{R I}^{a b}\left(Z_{R I}^{q}\right)^{-3}\left(P^{\mathbf{b}}\right)_{i j k l m n}^{\alpha \beta \gamma \delta \eta \sigma}\left(\Lambda^{\mathbf{c}}\right)_{i j k l m n}^{\alpha \beta \gamma \delta \eta \sigma}\right|_{\mu^{2}=p_{0}^{2}}=\delta^{\mathbf{a c}} \tag{3.8}
\end{equation*}
$$

where $Z_{M O M}^{q}$ is the RI-MOM wavefunction renormalization factor defined in Ref [8], $Z_{M O M}^{\mathrm{ab}}$ is the matrix of renormalization coefficients appearing in Eqs. (2.2), (2.3), and $P^{\mathbf{a}}$ projects onto the tree-level vertex function $\Lambda_{(0)}^{\mathbf{a}}$ according to the defining relation

$$
\begin{equation*}
\left(P^{\mathbf{a}}\right)_{i j k l m n}^{\alpha \beta \gamma \delta \eta \sigma}\left(\Lambda_{(0)}^{\mathbf{b}}\right)_{i j k l m n}^{\alpha \beta \gamma \delta \eta \sigma}=\delta^{\mathrm{ab}} . \tag{3.9}
\end{equation*}
$$

There is some freedom in constructing projectors that satisfy Eq. (3.9). The set we have constructed is given explicitly by

$$
\begin{align*}
& \left(P_{R L L}^{1}\right)_{i j k l m n}^{\alpha \beta \gamma \delta \sigma}=\frac{1}{55296} T_{\{i j\}\{k l\}\{m n\}} X_{R}^{\alpha \beta} X_{L}^{\gamma \delta} X_{L}^{\eta \sigma}  \tag{3.10}\\
& \left(P_{L R L}^{2}\right)_{i j k l m n}^{\alpha \beta \beta \delta \sigma}=\frac{1}{13824}\left[T_{\{i j\}\{k l\}\{m n\}} X_{R}^{\alpha \delta} X_{L}^{\gamma \beta} X_{L}^{\eta \sigma}+6 T_{[i j] k l]\{m n\}} X_{R}^{\alpha \delta} X_{L}^{\gamma \sigma} X_{L}^{\eta \beta}\right] \\
& \left(P_{R L L}^{3}\right)_{i j k l m n}^{\alpha \beta \beta \delta \sigma}=\frac{1}{4608}\left[-T_{\{i j\}\{k l\}\{m n\}} X_{R}^{\alpha \delta} X_{L}^{\gamma \beta} X_{L}^{\eta \sigma}+2 T_{[i j] k l]\{m n\}} X_{R}^{\alpha \delta} X_{L}^{\gamma \sigma} X_{L}^{\eta \beta}\right] \\
& \left(P_{L L L}^{2}\right)_{i j k l m n}^{\alpha \beta \gamma \delta \sigma}=\frac{1}{55296}\left[T_{\{i j\}\{k l\}\{m n\}} X_{L}^{\alpha \beta} X_{L}^{\gamma \delta} X_{L}^{\eta \sigma}+3 T_{[i j] k l]\{m n\}} X_{L}^{\alpha \delta} X_{L}^{\gamma \beta} X_{L}^{\eta \sigma}\right] \\
& \left(P_{L L L}^{3}\right)_{i j k l m n}^{\alpha \beta \gamma \delta \sigma}=\frac{1}{18432}\left[-T_{\{i j\}\{k l\}\{m n\}} X_{L}^{\alpha \beta} X_{L}^{\gamma \delta} X_{L}^{\eta \sigma}+T_{[i j][k]\{m n\}} X_{L}^{\alpha \delta} X_{L}^{\gamma \beta} X_{L}^{\eta \sigma}\right] \\
& \left(P_{R R L}^{2}\right)_{i j k l m n}^{\alpha \beta \gamma \delta \sigma}=\frac{1}{18432}\left[T_{\{i j\}\{k l\}\{m n\}} X_{R}^{\alpha \beta} X_{R}^{\gamma \delta} X_{L}^{\eta \sigma}+2 T_{[i j][k]\{m n\}} X_{R}^{\alpha \delta} X_{R}^{\gamma \beta} X_{L}^{\eta \sigma}\right] \\
& \left(P_{R R L}^{3}\right)_{i j k l m n}^{\alpha \beta \gamma \delta \sigma}=\frac{1}{18432}\left[-3 T_{\{i j\}\{k l\}\{m n\}} X_{R}^{\alpha \beta} X_{R}^{\gamma \delta} X_{L}^{\eta \sigma}+2 T_{[i j] k l \mid\{m n\}} X_{R}^{\alpha \delta} X_{R}^{\gamma \beta} X_{L}^{\eta \sigma}\right] .
\end{align*}
$$

Projectors satisfying Eq. (3.9) are useful for decomposing matrix elements into a desired operator basis in more general contexts than enforcing the RI-MOM condition Eq. (3.8). In particular, we can express the $\overline{M S}$ renormalization condition as

$$
\begin{equation*}
Z_{\overline{M S}}^{\mathbf{a b}}\left(Z_{\overline{M S}}^{q}\right)^{-3}\left(P^{\mathbf{b}}\right)_{i j k l m n}^{\alpha \beta \gamma \delta \eta \sigma}\left(\Lambda_{p o l e}^{\mathbf{c}}\right)_{i j k l m n}^{\alpha \beta \gamma \delta \eta \sigma}=\delta^{\mathbf{a c}} \tag{3.11}
\end{equation*}
$$

where $\Lambda_{\text {pole }}^{\mathrm{a}}$ denotes the dim reg vertex function contributions proportional to $1 / \bar{\varepsilon}=2 /(4-D)-$ $\gamma_{E}+\ln 4 \pi, Z_{\overline{M S}}$ is the usual $\overline{M S}$ quark wavefunction renormalization factor, and we have suppressed dependence on the renormalization scale $\mu$.

Using projectors to decompose matrix elements into a particular operator basis is essential for LQCD relations where the analytic relations between full and tree-level vertex functions are unknown. Given the complicated tensor structures of our vertex functions, the projector definitions of $Z_{R I}$ and $Z_{\overline{M S}}$ have practical advantages for our perturbative calculations as well. Most importantly, applying the projector definitions greatly simplifies the tensor decomposition of the many spin, color, and flavor structures produced by one-loop and especially two-loop diagrams in dim reg.

## 4. Perturbative Calculation

A calculation of the one-loop RI-MOM $/ \overline{M S}$ matching factor includes 15 one-loop Feynman diagrams. These can be straightforwardly expressed as contractions of four independent tensor integrals, two for Feynman gauge and two more for general $R_{\xi}$ gauge needed for consistency with LQCD simulations performed in Landau gauge.

The contractions of these tensor integrals with the Dirac structures of the diagrams introduces subtleties, however. Applying the projectors to structures such as $\frac{1}{\bar{\varepsilon}}\left[\sigma_{\mu \nu} P_{\chi_{1}}\right]^{\alpha \beta}\left[\sigma_{\mu \nu} P_{\chi_{2}}\right]^{\gamma \delta} P_{\chi_{3}}^{\eta \sigma}$ introduces traces of $4 \gamma^{\mu}$ times $\gamma_{5}$ that are ill-defined in naive dimensional regularization. While these structures can be related to our original operator basis through Fierz transformations, these Fierz transforms are only valid in four dimensions. To consistently account for the fact that our operator basis is only complete in $D=4$ we follow the approach of Ref. [12] and introduce evanescent operators proportional to $D-4$ that complete our basis in $D$ dimensions. Both the one-loop matching factors and two-loop anomalous dimensions depend on the basis of evanescent operators chosen and are ambiguous until this basis is specified.

320 two-loop diagrams contribute to the $\overline{M S}$ anomalous dimension matrix. Standard multiloop techniques can be used to perform tensor reductions of the independent tensor integrals appearing and to use integration by parts algorithms to recursively decompose the resulting scalar integrals into a minimal set that can be evaluated straightforwardly [13, 14, 15]. Slightly more than half of the independent two-loop topologies can be treated as simple generalizations of the diagram topologies appearing in four-quark operator renormalization calculations, but the remaining diagrams involving gluon exchange between all three spin-singlet diquark structures in our operators have no direct four-quark analogs. Proper treatment of evanescent operators in these diagrams in particular requires the introduction of new evanescent operator structures that do not appear in four-quark operator calculations.

## 5. Conclusion

Extracting predictions of $n-\bar{n}$ transition rates with quantified uncertainties from BSM theories relevant for baryogensis requires LQCD simulation as well as perturbative operator renormalization analysis. Accurately calculating relations between lattice regularized and $\overline{M S}$ renormalized matrix elements requires both non-perturbative renormalization of LQCD matrix elements in a regularization invariant scheme such as RI-MOM and perturbative matching between RI-MOM and $\overline{M S}$ renormalization factors. In addition to this one-loop renormalization scheme matching calculation, the two-loop $\overline{M S}$ anomalous dimension matrix is needed for accurate relations between BSM matching calculations and LQCD simulations at different scales.

We have begun an ongoing calculation of both of these perturbative quantities using suitably generalized four-quark operator renormalization techniques as well as operator projectors that simplify two-loop tensor decompositions. Completing this calculation will remove a significant systematic uncertainty in using $n-\bar{n}$ transition rate measurements to constrain BSM physics. Our two-loop calculation is well underway, and we will publish results on both the one-loop matching factors and two-loop anomalous dimension matrix once the two-loop calculation is complete.
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