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ture in the QCD phase diagram. We will extract some constraints for model calculations from
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transition.
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1. Introduction

The search for a phase structure in the QCD phase diagram has been at the center of strong
interaction research for many years and has recently received renewed interest with the start of a
dedicated program at RHIC, the so called RHIC beam energy scan (BES). The major motivation
for the BES is to experimentally map the QCD phase diagram by varying the collision energy from
√

sNN = 200 GeV down to
√

sNN = 7.7 GeV in order to create systems of ever higher net-baryon
density. Lattice QCD calculations have found that at vanishing net-baryon density or chemical
potential, µB, the transition from a gas of hadrons to a quark gluon plasma (QGP) is an analytic
cross-over [1, 2] which takes place at a pseudo-critical temperature of Tpc = 154±9 MeV [3, 4, 5].
In contrast, at large net-baryon density the transition to a QGP may very well be of first order as
several model calculations predict (see e.g. [6]). If this were the case, the first order co-existence
region will have to end in a critical point at some finite density and temperature. Unfortunately
due the fermion sign problem, Lattice QCD calculations have only a limited reach in the chemical
potential, µB/T . 3. While there are potential hints for a critical point in exploratory lattice calcu-
lations [7, 8, 9], no definitive evidence has been provided yet. Therefore, a systematic experimental
search for the critical point (CP) and a first order phase co-existence region is required.

In the following we will discuss selected aspects of the theoretical and experimental explo-
ration of the QCD phase diagram. We will begin with a discussion of general properties of the
QCD phase diagram and how those provide constraints for model calculations. Next, we will
discuss fluctuation measurements and why they are sensitive to the phase structure. In particular
we emphasize various corrections necessary for a meaningful comparison with theoretical calcula-
tions. Finally, we will turn our discussion to the first order co-existence region. In particular we
will discuss to which extent the existence of the co-existence region and its associated unstable
(spinodal) region can be explored in experiment.

2. The QCD phase diagram: General remarks

Let us start our discussion with a few general observations about the QCD phase diagram.
This discussion will be very qualitative and, therefore, we will label the high density QCD phase
simply as “QGP” and will not further specify what it’s detailed microscopic structure is. All that
is relevant for our discussion is that at high density and sufficiently low temperature, there is co-
existence between nuclear matter and this new phase.

The top two panels of Fig. 1 show the (T,µ) phase diagram of a typical liquid-gas phase
diagram on the left, and on the right what is commonly shown as the QCD phase diagram. Aside
from the scale, which has been omitted on purpose, both look qualitatively the same. However,
this is not the case if we plot the phase structure in a pressure-temperature (P,T ) diagram. In this
case the liquid-gas first order transition line starts at the origin, i.e. at (P,T ) = (0,0) indicating that
for a liquid-gas system at vanishing temperature we have co-existence between the dense (liquid)
phase and the vacuum. This is why water droplets (or atomic nuclei) are stable. In case of the
QCD transition, the situation is quite different. At zero temperature the high density “QGP”-phase
does not co-exist with the vacuum but rather with high density nuclear matter. Consequently, the
co-existence pressure at T = 0 is finite and large. Indeed, given a nuclear matter equation of state
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Figure 1: Schematic comparison of a typical liquid-gas transition (left panels) and the QCD transition (right
panels). The upper row shows the familiar (µ,T ) diagrams while the lower row shows them in the variables
(T,P). Here we have assumed that for the QCD phase transition the co-existence pressure at vanishing
temperature is larger than then the pressure at the pseudo-critical transition at vanishing net-baryon density.

[10, 11], which is able to account for the recently discovered two solar mass neutron stars, the
pressure of cold nuclear matter at about 2.5 times the ground state density is as high as the pressure
obtained from lattice QCD at the transition for vanishing chemical potential, P(ρ = 2.5ρ0,T =

0) ' P(ρ = 0,T = Tpc). Therefore, if the zero temperature transition happens at densities larger
than ρ & 2.5ρ0 the pressure along the co-existence line will decrease with increasing temperature,
contrary to the liquid-gas case. This difference in slope of the pressure along the co-existence
line has some interesting consequences [12]. Using the Clausius-Clapeyron relation for co-existent
phases 1 and 2

dP
dT

=
S1/B1−S2/B2

1/ρ1−1/ρ2
(2.1)

and assuming that phase 2 is always the dense phase, so that (1/ρ1−1/ρ2) > 0, we find that in
case of a liquid-gas transition, where dP/dT >, the entropy per baryon is larger in the gas phase
then in the liquid (high density) phase,

(
S
B

)
gas

>

(
S
B

)
liquid

. (2.2)

For the QCD transition, on the other hand, the dense phase will most likely have a larger entropy
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per baryon1 (
S
B

)
hadron−gas

<

(
S
B

)
QGP

. (2.3)

As a consequence, for the QCD transition a hydrodynamic trajectory, which follows a constant en-
tropy to baryon-number ratio, will be moving towards the critical point after it hits the co-existence
line from the right. For a liquid-gas transition, on the other hand, it will be moving away from the
CP. Below we will discuss further consequences of the facts that co-existence pressure at vanishing
temperature is finite and large, and that the entropy per baryon in the dense phase is larger than in
the dilute phase.

Let us stress again that the QCD transition can not be of the liquid-gas type in the sense that
there is no phase co-existence between the vacuum and the QGP. Otherwise, one would be able to
observe QGP droplets in a detector. While this may be obvious, it should be pointed out that most
effective models which predict a critical point are of the liquid-gas type and predict co-existence
with the vacuum and the QGP. (See e.g. the results of the Polyakov-Quark meson model shown in
Fig. 3). Therefore, the phenomenological value of these models is rather limited.

After these more general observations about the QCD phase diagram let us next discuss how
one can explore the phase diagram in experiment and potential issues related to this endeavor.

3. Exploring the phase diagram in experiment

In order to search for possible structures in the phase diagram one needs to (a) scan the various
regions of the phase diagram and (b) have suitable observables which are sensitive to changes in the
phase structure. Scanning the phase diagram is achieved by varying the beam energy; with decreas-
ing collision energy the landing point in the phase diagram moves to higher values for the chemical
potential and lower temperature. This is the central idea of the RHIC beam energy scan. Concern-
ing observables, there have been many suggestions ranging from flow to HBT measurements. Most
attention, however, has been payed to ratios of cumulants of distributions of conserved charges, in
particular the net-baryon number cumulants [13, 14]. The reason why cumulants are sensitive to
phase changes can be easily understood from the following simple argument: Any structure in the
phase diagram is ultimately related with variations (or singularities in the derivatives) of the free
energy (or pressure). For example, crossing the co-existence line along a line of constant temper-
ature, the density, i.e. the first derivative of the pressure with respect to the chemical potential,
is discontinuous. In a small system these discontinuities are washed out leaving a more smooth
transition. However, if we were able to measure ever higher derivatives of the pressure with respect
to the chemical potentials we would be able to identify this transition. Thus, the question remains
how to measure derivatives with respect to the chemical potential. The answer to this is surpris-
ingly simple: Cumulants of the baryon number are nothing but these derivatives, as can be seen
from their definition

Cn
B ≡

dn

d (µ/T )n lnZ =
dn

d (µ/T )n
PV
T

. (3.1)

1This assumes that the zero temperature transition happens at densities ρ > 2.5ρ0.
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As long as we stay in the same phase, the pressure and density vary smoothly, and thus the cumu-
lants, i.e. derivatives, are small and well behaved. Only in the region close to the phase-transition
do we expect large derivatives or cumulants. At high beam energies we will spend most of the time
in the QGP phase and at very low energies we will only be in the hadronic phase. In both cases the
cumulants will be small. However, somewhere in between we will hit the phase-transition and the
cumulants will be large. Consequently, we expect a non-monotonic behavior of the cumulants as a
function of beam energy, with a maximum of the cumulant ratio somewhere near the critical point
or co-existence region, as first suggested in [15] and later refined in [13, 14].

Meanwhile cumulants of the net-proton distribution have been measured by the STAR collab-
oration [16], and a recent update with increased acceptance has been reported at this conference
[17]. The most recent data show an intriguing increase of the cumulant ratio C4/C2 towards the
lowest energies accessible by the BES, albeit with significant error bars. While this result is very
interesting and encouraging, one should not forget other, more mundane, sources of fluctuations.
One of the most obvious is the fluctuations induced by the stopping of the nuclei. After all, the
only way to increase the net-baryon density in a heavy ion collision is to stop the baryons from the
incoming nuclei. Clearly, the amount of nucleons stopped varies from collision to collision even
for a fixed impact parameter, and it is not evident that these stopping fluctuations are similar to the
thermal particle number fluctuations in a grand canonical ensemble. Thus an independent assess-
ment of these “stopping fluctuations” is absolutely necessary. For example, one could analyze the
co-variance 〈δNp (y > 0)δNp (y < 0)〉 of the number of protons at forward, y > 0, and backward,
y < 0, rapidities.

Another issue which needs to be understood is the dependence of the cumulant ratio on the
experimental acceptance. Indeed, the recent analysis by the STAR collaboration shows that the
cumulant ratio, in particular the enhancement at low energies, depends on the acceptance both
in transverse momentum and rapidity (see Fig. 4 in [17]). This is not unexpected and has been
discussed in [18] using a simple binomial model for the acceptance. However, this finding has
important implications for any comparison of both model and lattice QCD calculations with the
measured data. Lattice QCD and most model calculations of cumulant ratios determine the cumu-
lants in the infinite volume limit. Consequently, these calculations capture all the correlations. In
an experiment, however, one has to deal with a finite acceptance, and it is, therefore, not clear a
priori if all the correlations are captured by the measurement. To illustrate this point consider a
simple two-particle correlation function in rapidity y:

〈n(y1)(n(y2)−δ (y1− y2))〉 ≡ 〈n(y1)〉〈n(y2)〉(1+C (y1,y2)) (3.2)

with

C (y1,y2) =C0 exp

(
−(y1− y2)

2

2σ2

)
(3.3)

so that 〈
(δN)2

〉
〈N〉

= 1+ 〈N〉
∫

∆/2

−∆/2
dy1 dy2C (y1,y2) . (3.4)
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The resulting scaled variance
〈
(δN)2

〉
/〈N〉 is shown in Fig. 2 as a function of the acceptance ∆

divided by the correlation length σ (blue line). Clearly, the acceptance has to be much larger than
the correlation length, ∆/σ ' 10, in order reproduce the correct scaled variance. It is this asymp-
totic value which would have to be compared with lattice calculations. However, things get even
more complicated. Lattice QCD works in the grand-canonical ensemble where, contrary to a heavy
ion collision, charges are only conserved on the average, i.e. there is no explicit conservation of
the global charge. Obviously, global charge conservation affects fluctuations of conserved charges
since in the limit of 100% acceptance the fluctuations will vanish. Even for a finite acceptance,
global charge conservation modify the fluctuations as discussed in [19]. To illustrate this effect,
we have used the simple leading order formula of [20] to account for charge conservation noting
that a more complete treatment has been derived in [21]. The resulting scaled variances are shown
as the magenta, yellow and green lines, where we have assumed that the total charge is distributed
over an interval of of ∆charge/σ = 5, 10, 20, respectively. Obviously, things become rather tricky
now. Looking, for example, at the green and yellow curves, charge conservation together with a
positive correlation may conspire to give a cumulant ratio of approximately unity, which usually
would indicate Poisson statistics, i.e. absence of any correlation.

0 2 4 6 8 10
0.0

0.5

1.0

1.5 “Lattice result”

Charge 
conservation

Figure 2: Observed variance as a function of acceptance. The black dashed line gives the infinite vol-
ume/acceptance limit which will also be what lattice QCD will calculate. The blue line give the value
without charge conservation effects, while the magenta, yellow, and green line represent the measured val-
ues if the total charge is conserved over a acceptance interval of ∆charge/σ = 5, 10, 20, respectively. Here σ

is the correlation length.

The main lesson from this simple example, as well as from the observed acceptance depen-
dence reported by STAR, is that any comparison of lattice QCD and other model calculation with
measured cumulant ratio needs to be done with extreme care. Effects from global charge conserva-
tion need to be removed, and the cumulant ratio has to be measured over a sufficiently wide range
of acceptance to allow for an extrapolation to infinite acceptance. Only then can we compare with
theoretical calculations in the infinite volume limit. As an example, where such an extrapolation
has been attempted, we refer to the extraction of the net charge fluctuations by the ALICE col-
laboration [22]. Recent comparisons of cumulant ratios obtained, by lattice QCD with the STAR
measurements in order to extract freeze out parameters [23, 24], need to be viewed in this light. Of

6



P
o
S
(
C
P
O
D
2
0
1
4
)
0
0
1

Exploring the QCD Phase Diagram Volker Koch

course, if the correlations are weak and effects of charge conservation are small, as is the case for
collisions at the highest energies, the above considerations are not relevant. This may very well be
the reason why the freeze out parameters extracted from lattice agree rather well with those from
an analysis based on an uncorrelated hadron resonance gas [25].

4. The first order phase co-existence region

Let us next turn to the first order co-existence region. While the discussion concerning the
QCD phase structure focuses on the critical point, it is worthwhile to discuss observable effects
due to the first order co-existence region. From the phenomenological point of view there is no
a priori difference between the discovery of the critical point and that of the first order phase co-
existence region. Both would clearly demonstrate the existence of a non-trivial structure in the
QCD phase diagram.

One feature of a first order transition, which may be useful in the context of heavy ion col-
lisions, is the presence of the so-called spinodal region, which is characterized by mechanical
instability, ∂ p/∂ε < 0. This instability leads to exponential growth of local density fluctuations
and a fast phase separation into blobs of high density and low density matter of characteristic size,
which is governed by the surface tension. The spinodal region lies in the thermodynamically un-
stable region of the phase diagram and can only be accessed by a dynamical, non-adiabatic process
such as a heavy ion collision. In addition, the fast exponential growth of the density fluctuations
increases the likelihood for an observable signal to be produced during the rather short lifetime
of the system. This is to be contrasted to the critical slowing down, which inhibits the growth of
fluctuations in the vicinity of a second order transition, such as the CP [26]. Recently a first study
of the effect of spinodal separation has been carried out using hydrodynamics [27, 28, 29, 30]. In
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Figure 3: Left: Phase diagram for the Polyakov-quark-meson model together with a parametrization of a
possible QCD transition, where the co-existence pressure at vanishing temperature has been chosen to be
considerably higher than the pressure at (T,µ) = (Tpc,0). Also shown is the nuclear liquid-gas co-existence
line. Right: The fifth moment of the density distribution as a function of time in a hydrodynamic evolution
for the two equations of state of the left panel. For details see [30] where the figures are adapted from.

[29] the authors found that, due to the spinodal instability initial state density, fluctuations were
considerably enhanced. This can be seen in the right panel of Fig. 3, where we show the time
evolution of the fifth moment of the density distribution for two equations of state with (red lines)
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and without (black lines) spinodal instabilities. In the left panel we show the two equations of state
which have been used in this study [30]. The blue line represents a “QCD inspired” EoS with large
co-existence pressure at vanishing temperature, whereas the black line is a liquid-gas type equa-
tion of state which is typically obtained in effective mean field models such as the Polyakov quark
meson model, which has been used here. The effect of the equation of state on the time evolution
of the density fluctuation is significant, as can be seen by comparing the full and dashed red line
in the right panel. In both cases we see significant enhancement of density fluctuations, which for
the liquid-gas type equation of state last nearly 100fm/c! This is simply the result of the small
co-existence pressure inherent in a liquid-gas transition. Nearly stable blobs of QGP are being
formed, which oscillate before they slowly evaporate. In contrast, in case of the “QCD” equation
of state the enhanced density fluctuations die out rather quickly. The large co-existence pressure
leads to an “explosion” of the blobs once the surrounding nuclear matter, which counterbalances
the high pressure of the dense phase, has expanded away.

Given the sizable enhancement of the moments of the baryon density exhibited in Fig. 3, one
would naively expect that this should be observable in an enhanced productions of small nuclei such
as 4He or 7Li etc. This idea has also been investigated in [30] with the result that the enhancement
is quite moderate, of the order of 20%. The reason is the aforementioned entropy to baryon-number
ratio which in case of the “QCD” transition is larger in the QGP phase then in the hadron phase.
Since the formation of nuclei or clusters is usually governed by phase space coalescence, the large
entropy per baryon in the dense phase inhibits the formation of clusters. While the baryon number
is closely packed in coordinate space, as evidenced by the large density moments, the large entropy
per baryon leads to a dilution in momentum space so that the resulting phase space density, and
thus the formation of clusters, is only mildly enhanced.

5. Summary

In this contribution we have discussed some general properties of the QCD phase diagram. We
have pointed out that, contrary to a liquid-gas transition, the QCD transition has a finite and large
co-existence pressure at zero temperature. We have noted that most effective models predicting a
critical point are of the liquid-gas type, i.e. they predict a vanishing co-existence pressure, limiting
their phenomenological usefulness. We further discussed the dynamical consequences of the large
co-existence pressure in the framework of hydrodynamics. The blobs formed as result of the spin-
odal breakup decay very rapidly making a detection rather difficult. We also stressed a few caveats
which need to be addressed when comparing lattice and model calculations with measured cumu-
lant ratios. Since theoretical calculations are typically carried out in the infinite volume limit and
in the grand canonical ensemble, one needs to correct the data for effects due to global charge con-
servation. In addition, one has to analyze the cumulants for various acceptance windows in order
to allow an extrapolation to infinite acceptance. Only then is comparison with theory meaningful.

To summarize, there has been considerable progress in the search for the QCD phase struc-
ture. The new, preliminary results on the net-proton kurtosis by the STAR collaboration [17] are
very exciting and are qualitatively consistent with expectations for fluctuations near a critical point
[14]. However, better data with smaller error bars together with a more comprehensive theoreti-
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cal framework, which addresses also background contributions such as stopping fluctuations in a
quantitative way, are needed before we can declare success.
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