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1. AMS Detector

The Alpha Magnetic Spectrometer, AMS-02, is a general purpose high energy particle physics
detector. It was installed on the International Space Station, ISS, on 19 May 2011 to conduct a
unique long duration mission (∼20 years) of fundamental physics research in space. Reported
results are based on the data collected during the first threeyears of operations on the ISS, corre-
sponding to 41 billion of cosmic ray events for the positron fraction measurement and 54 billion
events for the measurement of thep/p ratio [1]. Due to the excellent and steady performance of
the detector, the measurement of the positron fraction is extended up to 500 GeV with improved
precision and the measurement of thep/p ratio is extended to 450 GV.

The layout of the AMS-02 detector [2] is shown in Figure 1. It consists of 9 planes of precision
silicon Tracker; a Transition Radiation Detector, TRD; four planes of Time of Flight counters,
TOF; a Magnet; an array of anti-coincidence counters, ACC, surrounding the inner Tracker; a Ring
Imaging Čerenkov detector, RICH; and an Electromagnetic Calorimeter, ECAL. The figure also
shows a high energy positron of 369GeV recorded by AMS.

Three main detectors allow powerful separation between protons and electrons. These are the
TRD, the ECAL and the Tracker. The TRD and the ECAL are separated by the Magnet and the
Tracker. The matching of the ECAL energy and the momentum measured with the Tracker greatly
improves the discrimination between protons and electrons.

The Tracker determines the trajectory and absolute charge (Z) of cosmic rays by multiple
measurements of the coordinates and energy loss. Coordinate resolution of each plane is measured
to be better than 10µm in the bending direction and the charge resolution is∆Z ≃ 0.06 atZ = 1.
Together with the Magnet, the Tracker provides a Maximum Detectable Rigidity of 2 TV [3].
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Figure 1: A 369 GeV positron event as measured by the AMS detector on theISS in the (y-z) plane.
Tracker planes 1-9 measure the particle charge, sign and momentum. The TRD identifies the particle as an
electron/positron. The TOF measures the charge and ensuresthat the particle is downward-going. The RICH
measures the charge and velocity. The ECAL independently identifies the particle as an electron/positron
and measures its energy.
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Figure 2: (a) The proton rejection measured by the TRD as a function of track momentum at 90 % selection
efficiency for e±. (b) The measured proton rejection using the ECAL and the Tracker. For 90 % e± ECAL
selection efficiency, the measured proton rejection is∼10,000 for the combination of the ECAL and the
Tracker in the momentum range 3–500GeV/c, independent of the TRD.

The TRD uses transition radiation to distinguish between e± and protons, anddE/dx to inde-
pendently identify nuclei [4]. It consists of 5,248 proportional tubes of 6 mm diameter arranged
in 20 layers interleaved with a 20mm thick fiber fleece radiator. To differentiate between e± and
protons, signals from the 20 layers are combined in a TRD estimator formed from the ratio of
the log–likelihood probability of the e± hypothesis to that of the proton hypothesis. The proton
rejection power of the estimator at 90 % e± efficiency measured up to 104, as shown in Figure 2a.

The ECAL consists of a multilayer sandwich of 98 lead foils and ∼50,000 scintillating fibers
with an active area of 648×648mm2 and a thickness of 166.5mm corresponding to 17 radiation
lengths [5]. The calorimeter is composed of 9 superlayers, with the fibers running in one direc-
tion only in each superlayer. The 3–D imaging capability of the detector is obtained by stacking
alternate superlayers with fibers parallel to the x- and y-axes (5 and 4 superlayers, respectively).
The energy resolution of the ECAL isσ(E)/E =

√

(0.104)2/E +(0.014)2. To cleanly separate
protons from electrons and positrons, an ECAL estimator, based on a Boosted Decision Tree,
BDT, algorithm [6], is constructed using the 3–D shower shape in the ECAL. The proton rejection
power of the ECAL estimator when combined with the energy-momentum matching requirement
E/p > 0.75 reaches∼10,000 (see Figure 2b), as determined from the ISS data.

Monte Carlo simulated events are produced using a dedicatedprogram developed by AMS
which is based on the GEANT-4.9.4 package [7]. This program simulates electromagnetic and
hadronic interactions of particles in the materials of AMS and generates detector responses. The
digitization of the signals, including those of the AMS trigger, is simulated precisely according
to the measured characteristics of the electronics. The digitized signals then undergo the same
reconstruction as used for the data. The Monte Carlo samplesused in the present analysis have
sufficient statistics so they do not contribute to the errors.

2. Positron fraction measurement.

Electron and positron events are selected by requiring a track in the TRD and in the Tracker, a
cluster of hits in the ECAL and a measured velocityβ ∼ 1 in the TOF consistent with a downward-
goingZ = 1 particle. In order to reject> 99 % of the remaining protons, an energy-dependent cut on
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the ECAL estimator is applied. In order to reject positrons and electrons produced by the interaction
of primary cosmic rays with the atmosphere [8], the energy measured with the ECAL is required
to exceed by a factor of 1.2 the maximal Stoermer cutoff [9] for either a positive or a negative
particle at the geomagnetic location where the particle wasdetected at any angle within the AMS
acceptance. The resulting acceptance for electrons and positrons is identical and nearly constant
over the range from 3 to 500 GeV. It takes into account the geometric acceptance, the selection
efficiency, and the trigger efficiency. The integrated acceptance for positrons and electrons is the
same within our statistics and cancels in the fraction.

The positron fraction is determined in ECAL energy bins. Thebinning is chosen accord-
ing to the energy resolution and the available statistics such that migration of the signal events to
neighboring bins has a negligible contribution to the systematic errors above∼2 GeV. The energy
scale is verified by using minimum ionizing particles and theratio E/p. In each energy bin, the
2-dimensional reference spectra fore± and the background are fit to data in the[TRD estimator-
log(E/p)] plane by varying the normalizations of the signal and the background. The reference
spectra are determined from high statistics electron and proton data samples selected using tracker
and ECAL information including charge sign, track-shower axis matching, and the ECAL esti-
mator. The fit is performed simultaneously for the positive and negative rigidity data samples in
each energy bin yielding the number of positrons, the numberof electrons, the number of protons,
and the amount of charge confusion, which is defined as the fraction of electrons or positrons re-
constructed with a wrong charge sign. From the bin-by-bin fits, the sample contains 10.3× 106

electrons, 0.64× 106 positrons and 3.50× 106 protons. To evaluate the systematic uncertainty
related to event selection, the complete analysis is repeated in every energy bin over 1000 times
with different cut values, such that the selection efficiency varies up to 30%. The distribution of the
positron fraction resulting from these 1000 analyses contains both statistical and systematic effects.
The difference between the width of this distribution from data and from Monte Carlo simulation
quantifies this systematic uncertainty. Systematic effects due to the charge confusion were stud-
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Figure 3: The positron fraction above 10 GeV, where it begins to increase. The present measurement extends
the energy range to 500 GeV and demonstrates that above∼200GeV the positron fraction is no longer in-
creasing. Measurements from PAMELA [14] (the horizontal blue line is their lower limit), Fermi-LAT [15],
and other experiments [10, 11, 12, 13] are also shown.
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Figure 4: (a) The slope of the positron fraction vs. energy over the entire energy range (the values of the slope
below 4 GeV are off scale). The line is a logarithmic fit to the data above 30 GeV. (b) The positron fraction
measured by AMS and the fit of a minimal model (solid curve, seetext) and the 68% C.L. range of the fit
parameters (shaded). The error bars are the quadratic sum ofthe statistical and systematic uncertainties.

ied using control data samples of electron events where the ionization in the lower TOF counters
corresponds to at least two traversing particles. The systematic errors are obtained by varying the
background normalizations within the statistical limits and comparing the results with the Monte
Carlo simulation. The systematic error associated with theuncertainty of the data derived refer-
ence spectra arises from their finite statistics. It is measured by varying the shape of the reference
spectra within the statistical uncertainties. Its contribution to the overall error is small compared to
the statistical uncertainty of data and is included in the total systematic error.

The measured positron fraction is presented in Figure 3 as a function of the reconstructed
energy at the top of the AMS detector. The increase of the positron fraction has been reported by
earlier experiments: TS93 [10], Wizard/CAPRICE [11], HEAT[12], AMS-01 [13], PAMELA [14]
and Fermi-LAT [15]. The new result extends the energy range to 500 GeV and is based on a
significant increase in the statistics. Fig. 3 explores the behavior of the positron fraction at high
energies (>10 GeV) and compares it with earlier measurements. We observe that above∼200 GeV
the positron fraction is no longer increasing with energy.

To examine the energy dependence of the positron fraction quantitatively in a model inde-
pendent way, straight line fits were performed over the entire energy range with a sliding energy
window, where the width of the window varies with energy to have sufficient sensitivity to the slope.
The variation of the slope of the positron fraction from 4 GeVupwards is shown in Fig. 4a. As seen
in the figure, above 30 GeV the slope decreases logarithmically with energy. Fitting the change of
the slope as a function of energy above 30 GeV with a 2 parameter fit (slope= c · log(E/E0) where
c is the normalization andE0 is the energy at which the slope crosses zero, that is, the energy at
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which the positron fraction reaches its maximum) results ina determination ofE0 = 275±32 GeV
with a χ2/d. f . = 3.9/12 taking into account correlations. The result of the fit is shown as a solid
line in Fig. 4a. Figure 4b shows the measure positron fraction together with a minimal model [1] fit
(a solid curve together with the 68% C.L. range of the fit parameters). The fit in the energy range
from 1 to 500 GeV yields aχ2/d. f . = 36.4/58, leading to the conclusion that no fine structures are
observed in the data.

Following the publication of our papers [1], there have beenmany interpretations [16] with
two popular classes. In the first, the excess ofe+ comes from pulsars. In this case, after flattening
out with energy the positron fraction will begin to slowly decrease and a dipole anisotropy should
be observed. In the second, the shape of the positron fraction is due to dark matter collisions. In this
case, after flattening out, the fraction will decrease rapidly with energy due to the finite and specific
mass of the dark matter particle and no dipole anisotropy will be observed. Over its lifetime, AMS
will reach a dipole anisotropy sensitivity ofδ ≃ 0.01 at the 95% C.L.

3. Measurement of the p/p ratio.

Proton and antiproton cosmic ray events are selected by requiring a track in the TRD and in
the Tracker, a cluster of hits in the ECAL and a measured velocity β > 0.3 in the TOF consistent
with a downward-goingZ = 1 particle. In order to reject remaining electrons and positrons, an
energy-dependent cut on the ECAL estimator is applied. In order to reject particles produced by
the interaction of primary cosmic rays with the atmosphere [8], the rigidity measured in the tracker
is required to exceed by a factor of 1.2 the maximal Stoermer cutoff [9] for either a positive or a
negative particle at the geomagnetic location where the particle was detected at any angle within
the AMS acceptance.

Figure 5: Spectrum of the charge confusion estimator for the negativerigidity bin 175–259 GV (red dots).
Fit of the two reference spectra (the antiproton signal - dark shade, and the background from the charge
confusion protons - light shade) to date are also shown.
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The resulting acceptance for protons and antiprotons is calculated taking into account the
geometrical acceptance, the selection efficiency, and the trigger efficiency and the inelastic cross-
sections for protons and antiprotons that have different rigidity dependence in the range from 0.5
to 1000 GV. The ratiop/p is then determined in tracker energy bins. The binning is chosen accord-
ing to the energy resolution and the available statistics such that migration of the signal events to
neighboring bins has a negligible contribution to the systematic errors. At this stage of the analysis
the positive rigidity sample contains only protons, whereas the negative rigidity sample comprises
both antiprotons (signal) and protons with the negative charge wrongly identified in the tracker
(background). To separate these two classes of the events inthe negative rigidity sample a charge
confusion estimator is constructed based on a BDT algorithm[6] that uses 10 variables from the
tracker and the TOF. In each rigidity bin, the reference spectra of the charge confusion estimator
for the signal and the background are fit to data by varying thenormalizations of the signal and the
background. The signal reference spectra are determined from high statistics proton data sample,
whereas the background spectrum is determined from the Monte Carlo simulation. The fit is per-
formed each rigidity bin yielding the number of antiprotonsand the amount of charge confusion
backgrond. Example of the fit is presented in Figure 5 for the rigidity bin 175–259 GV. From the
bin-by-bin fits, the selected sample contains a total 2.9×105 of antiprotons.

There are several systematic uncertainties. However, at high rigidities the accuracy of the
measurement is still limited by statistics. For instance, in the rigidity bin 175–259 GV statistical
error from the fit amounts to 14.4% of the measured value, whereas total systematic uncertainty
is only 7.3% with the following brakdown: the acceptance uncertainty and bin-to-bin migration –
1.4%; the selection uncertainty – 2.1%; and the uncertaintyin the reference spectra – 6.9%.
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Figure 6: The AMS results on the ratiop/p. The present measurement extends the energy range to 450 GeV
and demonstrates that above∼100GeV thep/p reamins almost flat. Measurements from BESS [17] and
PAMELA [18] are also shown.
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The measured ratiop/p is presented in Figure 6 as a function of rigidity at the top of the
AMS detector. Results reported by the earlier experiments:BESS [17] and PAMELA [18] are also
shown. The new AMS results extend the rigidity range to 450 GVand increase precision of the
measurement. It shows that above∼ 100GeV thep/p reamins almost flat with rigidity.
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