Testing the Witten-Veneziano Formula on the Lattice
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In this proceeding contribution we report on a test of the famous Witten-Veneziano formula using lattice techniques. We perform dedicated quenched simulations and apply the spectral projector method to determine the topological susceptibility in pure Yang-Mills theory. In order to compute the relevant meson masses and the flavor singlet decay constant we employ lattice QCD with $N_f = 2 + 1 + 1$ dynamical Wilson twisted mass fermions. Taking the continuum and the SU(2) chiral limits we find good agreement within uncertainties for both sides of the formula.
1. Introduction

The Witten-Veneziano formula \([11, 12]\) in the chiral limit
\[
\hat{M}_{\eta'}^2 = \frac{4N_f f_0^2}{|\chi_c|}.
\] (1.1)
relates the mass \(\hat{M}_{\eta'}\) of the \(\eta'\) in the chiral limit to the topological susceptibility in pure Yang-Mills theory \(\chi_c\) and the flavor-singlet decay constant \(f_0\). Therefore, it provides an explanation for the large mass of the \(\eta'\) compared to the octet mesons through non-trivial topological fluctuations of the gauge fields. In the presence of non-vanishing quark masses Eq. (1.1) reads
\[
\frac{f_0^2}{4N_f} (M_{\eta}^2 + M_{\eta'}^2 - 2M_K^2) = |\chi_c|.
\] (1.2)
where we have reshuffled terms compared to Eq. (1.1) to isolate \(\chi_c\) on the r.h.s. of the equation.

We remark that from a modern point of view the Witten-Veneziano formula represents a leading order result in chiral perturbation theory using a combined power counting scheme in quark masses \(m_q\), momenta \(p\) and \(1/N_c\) [3].

In this study we employ lattice methods to test the Witten-Veneziano formula directly. To this end we compute both the topological susceptibility in pure Yang-Mills theory (or quenched QCD) and the meson masses and the singlet decay constant \(f_0\) in full QCD. While in this proceeding contribution we give an overview of our results with focus on the computation of \(\chi_c\) and \(f_0\), we refer to the recent publication [14] for additional details.

2. Quenched \(\chi_c\)

For the computation of \(\chi_c\) in pure Yang-Mills theory we performed dedicated simulations at four different lattice spacings in the quenched setup using the Iwasaki [3] gauge action
\[
S_G[U] = \frac{\beta}{2} \sum_x \left( b_0 \sum_{\mu, \nu}^4 \text{Retr} \left( 1 - P_{1\times1}^{x;\mu\nu} \right) + b_1 \sum_{\mu, \nu}^4 \text{Retr} \left( 1 - P_{1\times2}^{x;\mu\nu} \right) \right),
\] (2.1)
where \(b_1 = -0.331\) and \(b_0 = 1 - 8b_1\). To perform these simulations we used the HMC algorithm implemented in the tmLQCD package [15]. The details of the quenched simulations are compiled in Tab. II, including the critical values \(\kappa_c\) required to obtain \(O(a)\) improvement which were computed following the strategy introduced in [16].

In order to compute \(\chi_c\), we use the method of spectral projectors [8, 9, 11]. The definition of the topological susceptibility in terms of the spectral projector \(R_M\) is given by
\[
\chi_c = \frac{Z_5^2}{Z_p^2 V} \left\langle \text{tr}\{\gamma_5 R_M^2\} \text{tr}\{\gamma_5 R_M^2\} \right\rangle,
\] (2.2)
and we refer to the original papers for further details about the method [8, 9]. The spectral projector \(R_M\) is defined as an orthogonal projector to the subspace of fermion fields spanned by the eigenvectors of the massive Hermitian Dirac operator \(D_D^2\) corresponding to eigenvalues below some
$\beta \quad T/a \times (L/a)^3 \quad r_0/a \quad a \ [\text{fm}] \quad a\mu \quad \kappa_\chi \quad Z_S/Z_P$

| 2.37  | $40 \times 20^3$ | 3.59(2)(3) | 0.1393(14) | 0.0087 | 0.158738 | 0.680(1)(27) |
| 2.48  | $48 \times 24^3$ | 4.28(1)(5) | 0.1182(14) | 0.0073 | 0.154928 | 0.707(1)(19) |
| 2.67  | $64 \times 32^3$ | 5.69(2)(3) | 0.0879(6)  | 0.0055 | 0.150269 | 0.752(1)(7)  |
| 2.85  | $80 \times 40^3$ | 7.29(7)(1) | 0.0686(7)  | 0.0043 | 0.147180 | 0.787(1)(3)  |

Table 1: Input parameters of the pure gauge ensembles and results for $Z_S/Z_P$. The errors of $r_0/a$ correspond to statistical and systematic uncertainties, respectively. The first error for $Z_P/Z_S$ is statistical, while the second one is systematic, accounting for the residual dependence on the mass parameter $M$.

Figure 1: Continuum limit extrapolation of $\chi^\infty$ as a function of $(a/r_0)^2$ for the quenched ensembles.

value $M^2$. To achieve $O(a^2)$ scaling towards the continuum limit, the renormalized value of the threshold $M$, denoted by $M_R$, has to be fixed for all ensembles. In principle, the value of $M_R$ is arbitrary, however, one should avoid small values close to the renormalized quark mass and impose $aM_R \ll 1$ to prevent enhanced cut-off effects [8].

Furthermore, we remark that the ratio of pseudoscalar and scalar flavor non-singlet renormalization constants $Z_P/Z_S$ in Eq. (2.2) differs from unity for Wilson-type fermions without exact chiral symmetry. To compute $Z_P/Z_S$ for our quenched ensembles, we again use spectral projectors, following an approach which was first proposed in Ref. [8]. The results are detailed in Tab. 1.

For a test of the Witten-Veneziano formula, one needs to take the continuum limit for $\chi^\infty$. Therefore, we have matched the physical situation for the quenched ensembles to the dynamical simulations. The first ensemble at $\beta = 2.67$ was generated with a value of $r_0/a$, corresponding to the one obtained in the dynamical simulations for $\beta = 1.95$. The physical volume and the value of $a\mu = 0.0055$ used for the spectral projector method were matched to the corresponding values of one of the dynamical ensemble ($B55.32$ in the notation that was introduced in Ref. [11] for labeling the ensembles). For further lattice spacings we kept $r_0\mu$ invariant and the physical volume constant at $L \approx 2.8$ fm (assuming $r_0 = 0.5$ fm).

As discussed in Ref. [12], our definition of $\chi^\infty$ is in principle affected by short distance singularities. At maximal twist, however, all terms that are linear in $a$ vanish and $\chi^\infty$ is $O(a)$ improved, which leads to the expectation of $O(a^2)$ scaling towards the continuum limit. This behavior is indeed confirmed by our data as shown in Fig. 1, hence we have performed a linear extrapolation.
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in \((a/r_0)^2\) to extract our final, continuum result

\[
r_0^4 \chi_0 = 0.049(6)_{\text{stat+sys}},
\]

(2.3)

where the error includes the statistical and systematic errors in combined quadrature.

3. Dynamical simulations

For the calculation of the l.h.s. of Eq. (1.2) we use 16 ensembles with \(N_f = 2 + 1 + 1\) dynamic quark flavors provided by the European Twisted Mass Collaboration (ETMC) [13, 11]. The ensembles used in this study cover light quark mass range corresponding to pion masses from roughly 220 MeV to 490 MeV, three lattice spacings (\(A, B\) and \(D\)-ensembles in the notation of [11]) as well as different physical volumes. For a detailed list of the ensembles we refer to the published version in Ref. [4]. The required flavor-singlet masses \(M_h, M'_h\) as well as \(M_{PS}, M_K\) and the decay constants \(f_{PS}, f_K\), have been computed in previous studies [11, 14, 15]. The flavor non-singlet decay constants do not appear in the Witten-Veneziano formula itself, but they are required for our computation of \(f_0\).

3.1 \(\eta, \eta'\)-mixing and \(f_0\)

In general, decay constants are defined from axial vector matrix elements

\[
\langle 0|A_\mu^a (0)|P (p)\rangle = if_\mu^a p_\mu,
\]

(3.1)

where \(A_\mu^a (0)\) denotes the axial vector current with flavor structure denoted by the index \(a\). In the octet-singlet basis the most general mixing scheme is given by

\[
\begin{pmatrix}
  f_\eta^h \\
  f_\eta^0
\end{pmatrix}
\begin{pmatrix}
  f_\eta^h \\
  f_\eta^0
\end{pmatrix}
=
\begin{pmatrix}
  f_8 \cos \phi_8 - f_0 \sin \phi_0 \\
  f_8 \sin \phi_8 & f_0 \cos \phi_0
\end{pmatrix},
\]

(3.2)

where we assumed exact isospin symmetry and neglecting possible contributions from the charm quark and mixing with further states such as glueballs. However, on the lattice we prefer to work in the quark flavor basis, where \(A_\mu^0\) and \(A_\mu^8\) are replaced by

\[
A_\mu^l = \frac{1}{\sqrt{2}} (\bar{u} \gamma_\mu \gamma_5 u + \bar{d} \gamma_\mu \gamma_5 d),
A_\mu^s = \bar{s} \gamma_\mu \gamma_5 s,
\]

(3.3)

leading to a new mixing scheme which exhibits different parameters \((f_{l,s}, \phi_{l,s})\) but still has the same form as Eq. (3.2). Furthermore, it turns out that we cannot directly use axial vector operators, because the resulting signals turn out to be too noisy, which is why we resort to pseudoscalar operators. However, it is possible to relate the two schemes as well as axial vector and pseudoscalar amplitudes through chiral perturbation theory (\(\chi PT\)), which ultimately allows to obtain expressions for \(f_0\) in terms of quantities that can be computed on the lattice

\[
f_0^2 = -7/6f_{PS}^2 + 2/3f_K^2 + 3/2f_l^2,
\]

(3.4)

\[
f_0^2 = +1/3f_{PS}^2 - 4/3f_K^2 + f_l^2 + f_s^2,
\]

(3.5)

\[
f_0^2 = +8/3f_{PS}^2 - 16/3f_K^2 + 3f_s^2.
\]

(3.6)
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\[ \beta \quad r_0/a \quad a \text{ [fm]} \quad Z_P/Z_S \text{ (M1)} \quad Z_P/Z_S \text{ (M2)} \]

<table>
<thead>
<tr>
<th>\beta</th>
<th>1.90</th>
<th>1.95</th>
<th>2.10</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_0/a )</td>
<td>5.31(8)</td>
<td>5.77(6)</td>
<td>7.60(8)</td>
</tr>
<tr>
<td>( a ) [fm]</td>
<td>0.0885(36)</td>
<td>0.0815(3)</td>
<td>0.0619(18)</td>
</tr>
<tr>
<td>( Z_P/Z_S \text{ (M1)} )</td>
<td>0.699(13)</td>
<td>0.697(7)</td>
<td>0.740(5)</td>
</tr>
<tr>
<td>( Z_P/Z_S \text{ (M2)} )</td>
<td>0.651(6)</td>
<td>0.666(4)</td>
<td>0.727(3)</td>
</tr>
</tbody>
</table>

Table 2: Chirally extrapolated values of \( r_0/a \) and \( Z_P/Z_S \) from the two methods M1 and M2 as discussed in [16] for our dynamical simulations.

It is important to note that these relations are leading order expressions in \( \chi \)PT. Moreover, since they are derived from continuum \( \chi \)PT, they differ by scaling artifacts of \( \mathcal{O}(a^2) \), if applied to our lattice data. Nevertheless, this does not represent a serious drawback as the above expressions are of the same order in the chiral expansion as the Witten-Veneziano formula in Eq. (1.2) itself. In the following, we will refer to the three definitions Eqs. (3.4–3.6) of \( f_0 \) as D1, D2 and D3, respectively.

3.2 Lattice calculation

For the computation of \( f_0 \) from the mixing parameters in the \( \eta, \eta' \)–system, we consider pseudoscalar operators in the physical basis:

\[
\mathcal{P}_{\eta, \eta'}^{0, \text{phys}} = \frac{1}{\sqrt{2}} \bar{\psi}_i \gamma_5 \psi_i, \quad \mathcal{P}_{h, h'}^{\pm, \text{phys}} = \bar{\psi}_h \gamma_5 \frac{1 \pm \tau^3}{2} \psi_h, \quad (3.7)
\]

where we have introduced a degenerate light doublet \( \psi_l \) and a non-degenerate heavy doublet \( \psi_h \) as required for the twisted mass formulation. However, in the actual calculation of the mixing parameters we drop the physical charm component.

In the twisted basis we again need the ratio \( Z_P/Z_S \) due to the mixing of scalar and pseudoscalar currents in the heavy quark sector. In Tab. 4 we give the values for \( Z_P/Z_S \) determined from two different methods denoted by M1 and M2 (c.f. Ref. [16]) and the values of \( r_0/a \) at each value of \( \beta \), corresponding to the three lattice spacings.

The amplitudes (and masses) are extracted from a \( 2 \times 2 \) correlation function matrix by solving a generalized eigenvalue problem after subtracting the excited states in the connected pieces as discussed in Ref. [13]. Errors are computed from bootstrapping with 1000 samples and autocorrelations are taken into account by appropriate binning. The relevant disconnected diagrams are computed using stochastic volume sources and in the light quark sector we apply the one-end trick for variance reduction [17].

In Fig. 2 we show two example plots for \( r_0^0 \chi^\infty \) calculated using definition D1 for \( f_0 \) and values for \( Z_P/Z_S \) from method M1 and M2, respectively. Clearly, the two methods for \( Z_P/Z_S \) lead to different systematic effects for the resulting values of \( r_0^0 \chi^\infty \) even when using the same definition for \( f_0 \). In addition, we find that the three definitions of \( f_0 \) also differ by lattice artifacts when using the same definition for \( Z_P/Z_S \). The first definition D1 shows the largest lattice artifacts, as well as the most significant dependence on the choice of \( Z_P/Z_S \). Applying a constant fit in \( (r_0 M_{PS})^2 \) does not provide a good description of the data in this case, as can be seen from the left panel of Fig. 2, leading to a \( \chi^2/dof \) value of 4.90. For the right panel, the constant fit yields a better \( \chi^2/dof \) value of 2.19. In general definitions D2 and D3 lead to a reasonable agreement with a constant extrapolation in \( (r_0 M_{PS})^2 \) with \( \chi^2/dof \lesssim 2 \).
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4. Comparison of results

For our final result of \( \chi_{\infty} \) from the dynamical simulations, we weight each fit by \( w = 1 - 2|p - 0.5| \), where \( p \) denotes the corresponding \( p \)-value and take the average over all fits, leading to:

\[
\frac{4}{9} \chi_{\infty} = 0.047(3)_{\text{stat}}(11)_{\text{sys}}.
\]

The systematic error is given by the mean absolute deviation from the central value and should reflect the uncertainties from residual cutoff and strange quark mass effects. In Fig. 3 we show a compilation of the results from a constant fit for all definitions of \( f_0 \) and the two methods for \( Z_P/Z_S \). Within errors we find good agreement with the result from pure Yang-Mills theory, which is also included in the plot.

Another possibility to deal with the residual effects of quark mass dependence and the lattice spacing is to include additional, higher order terms in the fit function

\[
f \left( \frac{A}{9} \chi_{\infty}, (r_0^2 M_0^2)^2, (r_0^2 M_K^2)^2, (\alpha/r_0)^2 \right) = \frac{4}{9} \chi_{\infty} + c_1 (r_0^2 M_0^2)^2 + c_2 (r_0^2 M_K^2)^2 + c_3 (\alpha/r_0)^2,
\]

where \( c_i \) with \( i = 1, 2, 3 \) denotes the free fit parameters. This fit model leads to improved \( \chi^2/\text{dof} \) values of \( \mathcal{O}(1) \) with the exception of the data point M1D1, which is still worse. Most of the additional terms are poorly constrained by the data and are close or compatible with zero. In general, this fit ansatz leads to much larger statistical errors and all results for \( \frac{4}{9} \chi_{\infty} \) are compatible within errors. Taking the average of all six fits weighted by their respective \( p \)-value and statistical errors yields \( \frac{4}{9} \chi_{\infty} = 0.051(24)_{\text{stat}} \), in agreement with the result from constant fits.
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Figure 3: Results from pure Yang-Mills theory (YM) and dynamical simulations. Open and closed symbols correspond to the two sets of values for $Z_p/Z_S (M1, M2)$. The three definitions $D1$, $D2$ and $D3$ for $f_0$ are indicated by circle, triangle and diamond symbols, respectively. The solid black line represent the final, $p$–value weighted average from dynamical simulations and its statistical error is given by the dotted lines. The gray band represents its systematic error; see text.
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