Charmonia and bottomonia at finite temperature on large quenched lattice

Hiroshi Ohno∗
Center for Computational Sciences, University of Tsukuba, Tsukuba, Ibaraki 305-8577, Japan
Physics Department, Brookhaven National Laboratory, Upton, NY 11973, USA
E-mail: hohno@ccs.tsukuba.ac.jp

We show our updated study on charmonia and bottomonia at finite temperature with quenched ensembles on large and fine isotropic lattices. Simulations have been performed by using the standard plaquette gauge and the $O(a)$-improved Wilson fermion actions with quark masses for both charm and bottom. We tested a stochastic method to reconstruct spectral functions with some mock data and also applied it to our lattice data. We investigated temperature dependence of the charmonium and bottomonium spectral functions in the vector channel at temperatures in a range between about 0.73$T_c$ and 2.2$T_c$. We found that $J/\psi$ seems to melt at $T < 1.5T_c$ while $\Upsilon$ may still exist $T > 1.5T_c$. 
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1. Introduction

Suppression of quarkonium yields is one of important signals for formation of the quark-gluon plasma $[^1]$ in relativistic heavy ion collisions. In fact, several experimental results indicating suppression of charmonia $[^2][^3][^4][^5][^6]$ and bottomonia $[^7]$ have been reported already and theoretical understanding of in-medium properties of quarkonia, especially the melting temperatures, plays an important role to explain the experimental results.

To this end the quarkonium spectral function (SPF), which has all information about quarkonia in hot medium, is an important quantity. However, what one can directly calculate in lattice QCD simulations is only the Euclidean time correlation function, which is related to the SPF through a Laplace transform, and an inverse problem needs to be solved to get the SPF. Here typical number of data points of the correlation function obtained from recent lattice QCD simulations is $O(10)$ while the SPF is a continuous function. Therefore, getting the SPF from the correlation function is an ill-posed problem and it is known that a simple $\chi^2$-fitting does not work in general. To overcome this the maximum entropy method (MEM) $[^8]$ is one of the most commonly used methods.

By using the MEM charmonium SPFs have been studied already in quenched QCD $[^9][^10]$ and in 2-flavor QCD $[^11]$. However, the recent study $[^10]$ and old studies $[^9][^11]$ have different conclusions on the melting temperature of $J/\Psi$. Recently bottomonium SPFs have also been investigated in NRQCD $[^12]$ and survival of S-wave states up to $2T_c$ and melting of P-wave states above $T_c$, where $T_c$ is the critical temperature, have been indicated. On the other hand, very recently a bottomonium study also in the NRQCD framework but using a novel Bayesian analysis $[^13]$ suggested that a P-wave state still survives at high temperature. Since quarkonium melting temperatures are still not conclusive within different lattice setup and different reconstruction methods of SPFs, a further study with more precise data and making comparison among several reconstruction methods of SPFs is needed to crosscheck previous results and estimate systematic uncertainties.

In this study we show our recent study on reconstruction of the charmonium and bottomonium SPFs as an update of our previous studies $[^15][^16]$ about quarkonia at finite temperature on large quenched lattices. Instead of the MEM we introduce a stochastic method to reconstruct SPFs, which is briefly reviewed in the next section. In Sec. 3 a mock-data test of the stochastic method and its application to lattice data are shown. Finally, Sec. 4 gives the summary and our future plan.

2. A stochastic method to reconstruct spectral functions

Lattice simulations obtain the Euclidean time correlation function $G(\tau)$ directly while the SPF $\rho(\omega)$ is given only from the following relation:

$$G(\tau) = \int \frac{d\omega}{2\pi} \rho(\omega) K(\omega, \tau),$$  \hspace{1cm} (2.1)

where $K(\omega, \tau) \equiv \cosh(\omega(\tau - 1/2T))/\sinh(\omega/2T)$ is an integral kernel at a given temperature $T = 1/N_t a$, where $N_t$ and $a$ are the temporal extent and the lattice spacing, respectively. Our goal is to reconstruct $\rho(\omega)$ from a given data set of $G(\tau)$. In rest of this section we briefly review a stochastic method based on a Bayesian inference to reconstruct SPFs, which is called the Stochastic Analytical Inference (SAI) $[^17]$. 

2
2.1 Bayesian statistical inference

Let us first introduce a smooth mapping \( \phi : \mathbb{R} \rightarrow [0,x_{\text{max}}] \), which takes the frequency of the SPF onto a new variable \( x \) as \( x = \phi(\omega) = \int_0^\omega \frac{d\omega'}{2\pi} D(\omega')K(\omega', \tau_0) \), where \( \tau_0 \) is a reference imaginary time for normalization, \( x_{\text{max}} = \phi(\infty) \) and \( D(\omega) \) is a positive definite function called a default model (DM), which contains prior information about the SPF. By taking a change of variable \( \omega \rightarrow x \), (2.1) can be written as

\[ G(\tau) = \int_0^{x_{\text{max}}} dx n(x) \tilde{K}(x, \tau), \]

where \( n(x) \equiv \rho(\phi^{-1}(x))/D(\phi^{-1}(x)) \) and \( \tilde{K}(x, \tau) \equiv K(\phi^{-1}(x), \tau)/K(\phi^{-1}(x), \tau_0) \). Then we get a normalization condition of \( n(x) \) as

\[ \int_0^{x_{\text{max}}} dx n(x) = G(\tau_0). \quad (2.2) \]

Next, let us consider how to get the most likely \( n(x) \) for given prior knowledge \( D(\omega) \). Suppose we have \( N \) points of Monte Carlo averaged data \( \mathcal{G} \) with their covariance matrix \( C_{\tau,\tau'} \equiv G(\tau)G(\tau') - G(\tau)G(\tau') \), the Bayes’ theorem tells us a relation \( P[n|\mathcal{G}] = P[\mathcal{G}|n]P[n]/P[\mathcal{G}] \), where \( P[\mathcal{G}|n] \) denotes the posterior probability of \( n(x) \) for given data \( \mathcal{G}(\tau) \) and \( P[\mathcal{G}] \) the likelihood function, \( P[n] \) the prior probability of \( n(x) \) and \( P[\mathcal{G}] \) is called the evidence, which just plays a role of normalization for \( P[n|\mathcal{G}] \). Here the likelihood function is defined as \( P[\mathcal{G}|n] = e^{-\chi^2[n]/2\alpha}/Z' \), where \( \alpha > 0 \) is a regularization parameter controlling the contribution of \( P[\mathcal{G}|n] \) relative to \( P[n] \), \( \chi^2[n] = \sum_{\tau,\tau'} (G(\tau) - \mathcal{G}(\tau)) C_{\tau,\tau'}^{-1} (G(\tau') - \mathcal{G}(\tau')) \) and \( Z' = \int D\mathcal{G} e^{-\chi^2[n]/2\alpha} = (2\pi\alpha)^{N/2}\sqrt{\det C} \). Positivity of \( n(x) \) and the normalization condition (2.2) can be set to the prior probability as \( P[n] = \Theta[n]\delta\left(\int_0^{x_{\text{max}}} dx n(x) - G(\tau_0)\right) \). By definition \( P[\mathcal{G}] = \int D\mathcal{G} e^{-\chi^2[n]/2\alpha}/Z' = Z/Z' \), where \( D\mathcal{G} \equiv Dn P[n] \). As a consequence,

\[ P[n|\mathcal{G}] = \frac{1}{Z} \Theta[n] \delta\left(\int_0^{x_{\text{max}}} dx n(x) - G(\tau_0)\right) e^{-\chi^2[n]/2\alpha}. \quad (2.3) \]

Thus, by taking average over all possible \( n(x) \) weighted by \( P[n|\mathcal{G}] \), we get

\[ \langle n(x) \rangle_\alpha = \int Dn n(x) e^{-\chi^2[n]/2\alpha}, \quad (2.4) \]

which is the most likely \( n(x) \) for given \( \alpha \). In the limit \( \alpha \rightarrow 0 \), \( P[n|\mathcal{G}] \) dominates relative to \( P[n] \), which is equivalent to the \( \chi^2 \)-fitting. On the other hand, for \( \alpha \rightarrow \infty \) the SPF converges to the DM.

Since the regularization parameter \( \alpha \) is introduced by hand, final SPFs must be independent of \( \alpha \). There have been several ways to eliminate \( \alpha \) and here we consider following two procedures:

1. Calculating the posterior probability of \( \alpha \),

\[ P[\alpha|\mathcal{G}] = P[\alpha] \int Dn \frac{P[\mathcal{G}|n, \alpha]P[n|\alpha]}{P[\mathcal{G}]} \propto P[\alpha] e^{-N/2Z(\alpha)} \quad (2.5) \]

by using the Bayes’ theorem again, where \( P[\alpha|\mathcal{G}] \) is the prior probability of \( \alpha \) and is usually taken to be \( 1/\alpha \), then choosing \( \alpha = \alpha_{\text{peak}} \) at a peak location of \( P[\alpha|\mathcal{G}] \) or taking average of \( \langle n(x) \rangle_\alpha \) over \( \alpha \) weighted by \( P[\alpha|\mathcal{G}] \).

2. Choosing \( \alpha = \alpha_{\text{peak}} \) at a kink of a \( \ln \alpha - \ln \left( \chi^2/n \right) \) curve [18].

Note that it has been shown in [18] that a mean field treatment of \( n(x) \) in the SAI turns out to be equivalent to the MEM.
2.2 Monte Carlo evaluation

To compute (2.24) the integral with respect to $n(x)$ needs to be evaluated numerically. This can be done by an importance sampling procedure. To do so, $n(x)$ is represented by a superposition of a fixed number $M$ of delta functions with residues $r_i \geq 0$ and coordinates $0 \leq x_i \leq x_{\text{max}}$ as $n(x) = \sum_{i=1}^{M} r_i \delta(x - x_i)$. In this case, the normalization condition (2.2) turns to be

$$\sum_{i=1}^{M} r_i = G(\tau_0).$$  \hfill (2.6)

There are only two types of the update schemes conserving the normalization condition (2.6) and satisfying detailed balance for a fixed $M$ as follows:

1. Shifting delta functions : $x_i \to x'_i$

2. Changing residues of delta functions by keeping (2.6) : $\sum r_i = \sum r'_i$

An update is accepted by the probability $P = \min\{1, e^{-\Delta \chi^2/2\alpha}\}$, where $\Delta \chi^2$ is the difference of $\chi^2$ values between configurations before and after an attempt.

3. Numerical results

3.1 Mock-data test

To see how the SAI works first we applied it to a mock data. A mock SPF considered here consists of a resonance peak and a continuum defined as

$$\rho(\omega) = \rho_{\text{res}}(\omega) + \rho_{\text{cont}}(\omega),$$

$$\rho_{\text{res}}(\omega) = c_{\text{res}} \frac{\Gamma(\omega; \alpha_\omega, \gamma_0) M}{(\omega^2 - M^2)^2 + M^2 \Gamma^2(\omega; \alpha_\omega, \gamma_0)} \omega^2,$$

$$\rho_{\text{cont}}(\omega) = c_{\text{cont}} \frac{3}{4\pi} \Theta(\omega^2 - 4m^2) \omega^2 \tanh \left( \frac{\omega}{4\tau} \right) \sqrt{1 - \left( \frac{2m}{\omega} \right)^2} \left[ 2 + \left( \frac{2m}{\omega} \right)^2 \right],$$  \hfill (3.1)

where we chose $(c_{\text{res}}, \alpha_\omega, \gamma_0, M) = (2.0, 2.0, 2.0, 0.5)$ and $(c_{\text{cont}}, m) = (20, 0.1)$. The mock correlation function was created in a range $1 \leq \tau/\alpha \leq N_{\tau}/2$ with $N_{\tau} = 48$ and by adding a Gaussian random noise to a value computed by (2.1) at each $\tau$, where variance of the noise was defined by $\sigma(\tau) = \epsilon G(\tau) \tau$ and $\epsilon$ was set to $10^{-4}$. From 200 samples a full covariance matrix was computed.

For the SAI we set the number of delta functions $M$ to 10000. After performing $50000 \times M$ Monte Carlo updates as thermalization, we sampled 100 possible spectra at every $100 \times M$ updates at each $\alpha$. We adopted the parallel tempering to compute spectra at 420 equally-divided $\ln \alpha$ values in a range $10^{-6} \leq \alpha \leq 10^{14}$ simultaneously. The reference imaginary time $\tau_0/\alpha$ was set to 1. On the r.h.s of Fig. 1 we show output SPFs for three different choices of $\alpha$: SPF at $\alpha_{\text{peak}}$, $\alpha_{\text{kink}}$ and averaged over $\alpha$ weighted by $P[\alpha|\overline{G}]$. Here the DM has a form $D(\omega) = e\omega^2$, where the overall factor $e$ is irrelevant since it just plays a role to fix $x_{\text{max}}$. The kink of $(\chi^2)_{\alpha}/N$ curve shown on the l.h.s of Fig. 1 was defined by a peak location of $d^2 \ln \left( (\chi^2)_{\alpha}/N \right) / d \ln(\alpha^2)$. Since the partition function $Z(\alpha)$ is needed to compute $P[\alpha|\overline{G}]$ as shown in (2.5), we computed the density of states
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Figure 1: (Left) A log-log plot of $\langle \chi^2 \rangle_{\alpha}/N$ as a function of $\alpha$. $(1 + 2/N) \alpha$ is also shown by a dashed line as a guide to find a peak location of $P[\alpha|G]$ (see text). (Right) SPFs given by the SAI. Results at $\alpha_{\text{peak}}$ and $\alpha_{\text{kink}}$ are shown by red and blue curves, respectively. A result averaged over $\alpha$ weighted by $P[\alpha|G]$ is indicated by a magenta curve. Dashed and dotted curves correspond to the input mock SPF and the DM, respectively.

Table 1: Lattice setup.

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$a$ [fm]</th>
<th>$N_\sigma$</th>
<th>$N_\tau$</th>
<th>$T / T_c$</th>
<th># of confs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.192</td>
<td>0.0188</td>
<td>96</td>
<td>48</td>
<td>0.73</td>
<td>259</td>
</tr>
<tr>
<td>32</td>
<td>1.1</td>
<td>476</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>1.25</td>
<td>336</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>1.5</td>
<td>336</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>2.2</td>
<td>239</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

for $n(x)$ with the Wang-Landau algorithm [19]. We also note that the peak location of $P[\alpha|G]$ can be estimated by a relation $dP[\alpha|G]/d\alpha|_{\alpha=\alpha_{\text{peak}}} \propto (\chi^2)_{\alpha_{\text{peak}}}/N - (1 + 2/N)\alpha_{\text{peak}} = 0$, which means that an intersection between $\langle \chi^2 \rangle_{\alpha}/N$ curve and a dashed line on the l.h.s of Fig. 1 should be located at $\alpha = \alpha_{\text{peak}}$. As it can be seen, there is quite small $\alpha$ dependence for the output SPFs. This is because that $\alpha_{\text{peak}}$ and $\alpha_{\text{kink}}$ are close to each other and $P[\alpha|G]$ has a sharp peak at $\alpha = \alpha_{\text{peak}}$. The peak position of the input and output SPFs are almost the same while the peak height and width of output SPFs is slightly smaller and broader than the input. On the other hand, the continuum is reproduced quite well.

3.2 Charmonium and bottomonium SPFs in the vector channel

Next we applied the SAI to our real lattice data. We performed our lattice simulations with the standard plaquette gauge and the $O(a)$-improved Wilson fermion actions on large and fine isotropic lattices as shown in Table 1. At temperatures in a range from $0.73T_c$ to $2.2T_c$ we generated gauge configurations with an over-relaxed pseudo-heatbath algorithm. After 2000 thermalization sweeps we measured the spatial component of vector current-current correlators $G(\tau) \equiv \langle \sum_{i=1}^{3} J_i(\vec{x}, \tau) J_i(\vec{0}, 0) \rangle$, where $J_i(\vec{x}, \tau) \equiv \bar{q}(\vec{x}, \tau) \gamma_i q(\vec{x}, \tau)$, at every 500 sweeps with two different $\kappa$ values 0.13194 and 0.12257, which were tuned so that corresponding vector meson masses 3.140(3) and 9.574(3), are close to the experimental values of $J/\Psi$ and $\Upsilon$ masses, respectively.
Figure 2: Temperature dependence of the SPF of the charmonium (left) and bottomonium (right) for the vector channel. Red, green, blue, magenta and light-blue curves correspond to the SPFs at 0.75, 1.1, 1.25, 1.5 and 2.2\(T_c\), respectively. The bottomonium SPF at 2.2\(T_c\) is not shown since it is unstable for the current data quality.

The Sommer scale \(r_0/a\) and the critical temperature \(T_c\) have been given in [21] and we used \(r_0 = 0.49\)fm to set our scale. In Fig. 2 the charmonium and bottomonium SPFs for the vector channel at each temperature are shown. The bottomonium result at 2.2\(T_c\) is not shown since it is unstable for the current data quality. Here, as the first test, we just simply chose a DM \(D(\omega) \propto K^{-1}(\omega, \tau_0)\), which corresponds to an identity mapping \(x = \omega\), and \(\alpha = \alpha_{\text{link}}\). The SAI was applied similarly to the mock-data test except that the number of updates for thermalization was set to 10000 \(\times M\). The l.h.s of Fig. 2 suggested that the first peak corresponding to \(J/\Psi\) has large temperature dependence and seems to disappear up to 1.5\(T_c\). It also can be seen that a transport peak clearly appears around \(\omega = 0\) at temperatures above 1.25\(T_c\). On the other hand, from the r.h.s of Fig. 2 the \(\Upsilon\) peak sitting around \(\omega = 10\)GeV looks stable against temperature change, which suggests survival of \(\Upsilon\) up to our highest temperature 1.5\(T_c\). There is no clear transport peak in the bottom case at temperatures investigated in this study so far.

4. Summary

We tested a stochastic method called the SAI to reconstruct SPFs with mock data having a resonance peak and a continuum. We found that the SAI has small dependence for choice of the regularization parameter \(\alpha\) and can reproduce the location of the resonance peak and the continuum part quite well. Then we applied the SAI to our lattice data of the vector current-current correlators to reconstruct the charmonium and bottomonium SPF. We found that the \(J/\Psi\) peak has large temperature dependence and seems to disappear up to 1.5\(T_c\) while the \(\Upsilon\) state is stable and may exist even at 1.5\(T_c\). We also found that a transport peak appears above \(T_c\) in the charm case but no transport peak was visible in the bottom case within our current setup so far.

Checking more systematic uncertainties with various DMs and by comparing our results to those with any other methods, e.g. the MEM and another stochastic method [22], are needed to conclude the quarkonium melting temperatures. Determining a transport coefficient, taking the continuum limit and extending the study to the finite momentum case are also our future plan.
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