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We investigate phase transitions of the U(2) x U(2) scalar model as a chiral effective model of 2-
flavor QCD. In order to evaluate observables, we descretize the U (2) x U(2) scalar model on three
dimensional lattice and perfome the hybrid Monte Carlo simulation. We present a phase diagram
in the parameter spcae and show the order of the phase transition of the model strongly depends
on the model parameter. We discuss a relation between the phase strucure and the renormalizatoin
group flow.
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1. Introduction

Restoration of the chiral symmetry is one of the important characteristics of quantum chro-
modynamics (QCD) at finite temperature. The chiral symmetry of QCD is spontaneous broken at
low temperature while it is restored at high temperature. The nature of the chiral phase transition
is extensively investigated by the lattice QCD or chiral effective models, for review [1].

The U(2) x U(2) scalar model is one of the chiral effective models introduced by Pisarski and
Wilczek [2]. If the U4 (1) anomaly is effectively restored at the critical temperature, the chiral phase
transition of 2-flavor QCD is described by the U (2) x U (2) scalar model. Pisarski and Wilczek have
calculated the one-loop beta functions of the renormalization group (RG) and they have shown
that there is no infra red (IR) fixed point of the beta functions which corresponds to the chiral
phase transition. Therefore they concluded that the order of the chiral phase transition of 2-flavor
QCD is of first order. After Pisarski and Wilczek’s work, the possibility of a second order phase
transition has been investigated by many theoretical frameworks, such as, higher order perturbation
theory [3, 4], the functional renormalization group [5, 6, 7] and the conformal bootstrap method [8].
Because the existence of the IR fixed point of the RG flow strongly depends on the frameworks or
the approximations, the order of the chiral phase transition of the model is still unclear.

In this paper, we discretise the U (2) x U(2) scalar model on three dimensional lattice and per-
form the hybrid Monte Carlo simulation. We observe the order parameter and its Binder cumulant
near the phase boundary and determine the order of the chiral phase transition. These analyses is
carried out in a wide range of the parameter space of the model and we present the phase diagram
of the model.

2. Formalism

2.1 U(2) x U(2) scalar model
The Lagrangian of the U(2) x U(2) scalar model is as follows:

Lo T _ .
L= St(3u®'3u®) + 312+ & (i)’ + Sur (070)” @.1)

where @ is a complex 2 x 2 matrix. The Lagrangian is invariant under the transformation,
® — UL U, 2.2)
where U, and Uy are independent U (2) matrices. It is more convenient to parameterise the matrix

@ in terms of the scalar and pseud-scalar mesons as

i=3
Q=X +ill =Y 1,(0; +im,), (2.3)
i=0

where 7, is the U(2) generators normalized tr[t,,] = 6,5. We can write
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where a* = (a; Fia,) and 1 = (7 Fim,). We can rewrite the Lagrangian in terms of mesons,
1 N . 1 . _,
=5 [(040)* + (9u)* + (dun)* + (9ud)*] + 5u2(02 + 740+ ad)
(2.5
+1 q . 2 . . .
+ 828 (2@ 4 @)+ B (0% + ) +3) — (om - 7))
The stable conditions for the classical potential are
g1+8 >0,
1 (2.6)
g1+ 782> 0.

In this paper, we only consider g, > 0, therefor, the first condition is always satisfied if we care the
second one. In this case, the model shares the same symmetry breaking pattern with 2-flavor QCD
without Uy (1) anomaly, that is Uy (2) x Us(2) — Uy(2). The symmetry breaking pattern implies
that there appear four Nambu-Goldstone modes in the broken phase.

2.2 Hybrid Monte Carlo method

In this paper, we consider the U(2) x U(2) scalar model on three dimensional lattice. We

“ E3]

consider a simple cubic lattice with a lattice unit and lattice size “L”. The action of the model

is
= a32—tr (@], — P (Prip — D)
2.7)

+a32 ( tr(@fd,) + 81 (i, ))? + i%r(@i@ﬂni@)) ,

where the sum of x runs over all lattice cites and the sum of I is taken for a unit lattice size and
positive direction. In the following, we only consider the lattice spacing is unity a = 1 case and
omit a.

In order to evaluate observables, we utilize the hybrid Monte Carlo method. The hybrid Monte
Carlo method is performed under the following procedure. For simplicity, we consider an action
composed of a scalar field(¢): S[¢] = [ dx?L[¢]. From the action, we can compute an expectation
value of an operator O[¢] as

(0l6]) = [ldg] 0lo)e%I. 8)

Instead of performing the path integral exactly, we make a sampling by utilizing the hybrid Mote-
Carlo method. First we generate the canonical momentum (7) of the scalar field with the following
probability:

p(m) e 2™ (2.9)

The evolution of ¢ and 7 to the Monte-Carlo time (7) is described the following equation,

JoH
aﬂ;¢: 7:
n aj (2.10)
T a¢7
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with the Hamiltonian,

= %n2+3[¢]. (2.11)

We can solve the above evolution with the Leap-frog method. At every predetermined interval, we
make a Metropolis accept/reject check with a probability,

P(AH) =min{1,e %"} | (2.12)

where AH is a difference of the energy from the previous Metropolis check. If AH < 0, the configu-
ration is always approved. If AH > 0, the configuration is approved with the probability P = e 2#.
If the configuration is rejected, we restore the configuration to the configuration at the previous
Metropolis check. The canonical momentum 7 is generated at each Metropolis check. Because the
HMC program satisfies the detailed balance condition and then the expectation values of observable

are calculated by

O]y == Y, Ol¢], (2.13)

N n=1,-- N
where the index n indicates the order of the Metropolis check.

There are two adjustable parameters in the hybrid Monte Carlo simulation, the number of
leapfrog steps (N) and the step size (€). We adjust the step size to keep the acceptance rate 80 ~ 90
% in each simulation. We also set the number of leapfrog steps as €N ~ 1.0.

2.3 Observables

We use magnetization as an order parameter,
Magnetization : M = <(tr(i>Tq_>) 1/2> (2.14)
where @ is a normalized matrix field and defined as
d=Y o,/ (2.15)
X

In the thermodynamic limit (L — o), the magnetization has finite value in the broken phase while it
is zero in the symmetric phase. In order to distinguish the order of the phase transition, the Binder

((rd'®)?)
3(udtd)’
In the thermodynamic limit, the Binder cumulant coincide 2/3 in the symmetry breaking phase,

while in the symmetric phase, it takes a value smaller than 2/3. At finite lattice size the Binder
cumulant becomes independent to the volume of the system at the second order phase boundary.

cumulant is useful:

Binder cumulant : Uy =1 — (2.16)

3. Results

In this section, we present numerical results of our simulation. In order to determine the
phase structure, we observe the observables in the parameter space u?, g1, g». For small u?,
the spontaneously symmetry breaking phase realizes, while the symmetric phase appears for large
u?. Near the phase boundary, we carefully evaluated the magnetization and Binder cumulant and
determine the order of the phase transition. In all simulation, the statistical error of the simulation
is evaluated by the jackknife technique.
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Figure 1: Magnetization and Binder cumulant near the second order critical coupling (g; = 0.5, g» = 1.0).
The yellow band indicates the estimated critical coupling.

We start the simulation from positive g;. In this parameter region, the model shows second
order phase transition. Left panel of fig. 1 shows the volume dependence of the magnetization near
a phase boundary (g; = 0.5, go = 1.0). We have evaluated the magnetization for L = 8,12 and
16. Yellow band in the figure indicates an estimated critical coupling p>* ~ —2.87. For u? larger
than p?*, the magnetization has a finite expectation value. At u? > 3.0, the volume dependence
of the magnetization is week and the magnetization looks to converge at L = 16. Below u?*, the
magnetization decreases with increasing the lattice size. In the symmetric phase, the magnetization
should converge to zero at L — o. In this region L = 16 is not enough for the thermodynamic limit.

In order to make sure the order of the phase transition, we evaluate the Binder cumulant
near the critical coupling. The Binder cumulant for L = 8,12,16 is shown in the right panel of
fig. 1. Near the phase boundary, the Binder cumulant becomes volume independent with the crit-
ical Binder cumulant Uy ~ 0.645. This behavior of the Binder cumulant is typical in a system
undergoes the second order phase transition. Therefore we can regard the phase transition of the
U(2) x U(2) scalar model at this coupling is of second order.

First order

Next we perform the simulation at relatively smaller g, (= —0.4). Left panel of fig. 2 shows
the volume dependence of the magnetization near the critical coupling. The behavior of the mag-
netization at this parameter is completely different from that of the previous parameter. Near the
critical coupling u?* ~ —0.78, the magnetization jumps. This is a typical behavior of a system ex-
hibit a first order phase transition. Right panel of fig. 2 displays the histogram of the magnetization
for L = 16 near the critical coupling. We recognize a double peak structure of the histogram. This is
also a characteristic behavior of the system undergoes first order phase transition. The double peak
structure appears very narrow u’ region ant it disappears at 4> = —0.77. From these observations,
we can regard the phase transition of the U (2) x U(2) scalar model at this coupling is of first order.

Phase diagram

Finally we make the same simulation in the wide range of the parameter space and determine
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Figure 2: Left: Volume dependence of the magnetization near 1st order critical coupling (g1 = —0.4, g2 =

1.0). Right: Histogram of the magnetization for L = 16.
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Figure 3: Order of phase transition of U(2) x U(2) scalar model in 3 dimension.

the phase diagram of the U(2) x U(2) scalar model. Fig. 3 displays the phase diagram of the
U(2) x U(2) scalar model. In the region where g; + g2/2 < 0, the potential is unstable and the
expectation values of the observables are not defined. In the green region, the system undergoes
the first order phase boundary. We have distinguished the region by the emergence of the double
peak structure of the histogram for L = 16. If we increase g, the interval of the two peaks becomes
narrow and at some the two peaks merge together. We determine the phase boundary of the first
and second order region as the point that the double peak structure disparages. Because the interval
of the two peaks becomes very narrow near the phase boundary, the precise determination of the
phase boundary is difficult. We expect that the value of the phase boundary contains an error at
least £0.1 to g; direction (indicated as error bars in the figure).

The structure of the phase diagram implies the existence of the U(2) x U(2) IR fixed point
of the RG flow [4]. The region in which the system undergoes the second order phase transition
corresponds to the attraction domain of the RG flow flowing into the U(2) x U(2) fixed point. On
the other hand, the region in which the system undergoes the first order phase transition is a region
where the RG flow emerges from the IR fixed point. Since the order of the phase transition depends
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on the model parameter, in order to determine the order of the chiral phase transition of the 2-flavor
QCD, we need to precisely determine the value of the model parameter from physical observables.

4. Conclusion

We have discussed the chiral phase transition of 2-flavor QCD without U4 (1) anomaly. In order
to determine the order of chiral phase transition, we performed the hybrid Monte Carlo simulation
of the U(2) x U(2) scalar model on three dimensional lattice.

We found that the order of the phase transition of the model strongly depends on the value
of the model parameter. For large 4th order parameter of the model, the system undergoes second
order phase transition. This fact indicates the existence of the infrared fixed point of the RG flow
which belongs to the U(2) x U(2) universality class. However this does not mean the chiral phase
transition is always of second order. In deed, if we decrease the 4th order parameter, the phase
transition changes to of first order. We need to fix the model parameter of the model, in order to
determine the order of the chiral phase transition of 2-flavor QCD.
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