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The RD42 Collaboration at CERN is investigating chemical vapor deposition diamond as a mate-
rial for tracking detectors operating in extreme radiation environments. We present an overview
of the latest developments from RD42. The status of diamond based luminosity monitors for
the upcoming CERN Large Hadron Collider (LHC) run is described followed by a discussion of
recent beam test measurements of the pulse height dependence on the incoming charged particle
flux for single-crystal and poly-crystalline diamond sensors. Finally the use of 3D geometries for
CVD diamond sensors is reviewed.
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RD42: Radiation hard diamond sensors

1. Introduction

The next generation of experiments in particle physics will probe new regimes in energy and
luminosity. These two conditions imply that measurements will have to be carried out in areas of
very high radiation. Chemical Vapor Deposition (CVD) diamond is a radiation tolerant alternative
to silicon sensors for precision tracking detectors. Basic material properties of diamond, such as
large displacement energy and band gap are the main factors influencing its radiation hardness.
Further features are low leakage current, low dielectric constant and fast signal collection and the
ability to operate at room temperature.

During the past few years many CVD diamond devices have been manufactured and tested.
The RD42 collaboration [12] has measured the signal response of single-crystal and poly-crystalline
CVD diamond detectors irradiated to particle fluences up to 1.8 ·1016 protons/cm2 [4]. As a conse-
quence of these measurements, diamond pixel tracking detectors have been implemented as beam
condition and luminosity monitors for both general purpose LHC experiments - Compact Muon
Solenoid (CMS) and the A Toroidal LHC ApparatuS (ATLAS) — whose radiation environments
require the use of radiation tolerant sensor materials.

2. Diamond detector applications

The ATLAS Diamond Beam Monitor (DBM) upgrade [6] has been installed and is collecting
data in the ongoing 2015 LHC run. This device is populated with poly-crystalline CVD diamond
sensors with an active area of 18×21 mm2.

Previously the CMS experiment had employed diamond pixel sensors in the pilot run of the
Pixel Luminosity Telescope (PLT) operating in 2012-2013 [1]. For this single-crystal CVD dia-
monds with a smaller area of 4.5×4.5 mm2 were used. The sensors experienced a particle flux
of more than 4 MHz/cm2 during the PLT pilot run. The total integrated fluence during the en-
tire run was estimated by a FLUKA [2, 5] calculation to be ∼5×1013 neutral hadrons/cm2and
∼5×1013 charged hadrons/cm2 [8].

3. Pixel and PAD results

After receiving a relatively low fluence of ∼1×1013 hadrons/cm2 a pulse height dependence on
particle flux with the pulse height decreasing with increasing particle flux was observed for the PLT
sensors [11]. This drop in pulse height was stronger than the dependence predicted from previous
RD42 beam test data motivating a systematic study whose first results — initially presented in [13]
— are summarised here.

Poly-crystalline and single-crystal CVD diamond sensors were irradiated to a neutron fluence
of 5.0± 0.5× 1013n/cm2 — similar to the total fluence observed by the PLT during the pilot run
in CMS. These sensors, together with a non-irradiated single-crystal sample and single-crystal
samples irradiated during the PLT pilot run, were measured in a beam of 250 MeV/c pions. The
pion flux could be controlled and was varied between 1 kHz/cm2 and 20 MHz/cm2. To test the
impact of electrostatic effects and the weighting field on the charge collection two different detector
geometries were tested: a pad and a pixel geometry. All samples were ≈ 500 µm thick and pixel
detectors were produced with an electrode size of 75µm×125µm and a pitch of 100µm×150µm.
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RD42: Radiation hard diamond sensors

The same telescope — accommodating up to six pixel planes and with silicon pixel planes
used as the front and back plane — was used test detectors with pixel and pad geometries. When
measuring pixel detectors the middle four planes were occupied by the CVD diamond pixel sensors
under test. When measuring pad detectors these planes were removed and the pad detector box was
placed in that position. An image of the telescope in pad configuration can be seen in Figure 1.
For both configurations a coincidence of the so-called fast-OR signal [7] from front and back plane
was required as trigger.

Figure 1: The telescope shown in the pad arrangement. First and last planes are CMS silicon pixel detectors
used for triggering. The pad detector can be removed and four additional pixel planes can be inserted to
convert it to the pixel only arrangement [13].

Pixel detectors were read out with a standard CMS PSI46v2 pixel readout chip (ROC) [7] and
a PSI46 test board. For the pad detector an Ortec 142A preamplifier [9] was used in combination
with an Ortec 450 amplifier for amplification and pulse shaping. Finally the waveforms from the
pad detector were digitised using a DRS4 evaluation board [10].

To extract the pulse height from the pad detector waveformsan integration window of 70 ns
around the signal peak was chosen and the detector pedestal level was subtracted. The position of
the signal peak was assumed to be constant during each run. Finally, for each detector the pulse
height distribution was re-scaled with a common factor so that the mean pulse height for the lowest
flux run was one.

The change of mean pulse height with incident particle flux is presented in Figure 2. Unir-
radiated single-crystal as well as neutron irradiated poly-crystalline samples show no pulse-height
dependence on flux while a drop of ≈ 10% is observed for single-crystal samples after neutron
irradiation or irradiation in the PLT pilot run.

For the analysis of the pixel detector results the ADC values from the pixel readout system
were first converted to the collected charge using an internal calibration procedure. Adjacent pixels
that exceeded the threshold charge were added to form a cluster and the charge of the cluster
calculated as the sum of the pixels’ charges. For the analysis of the pulse height five of the six
tracking planes were designated as reference planes and the remaining plane as the plane under
test. Exactly one cluster was required in each of the reference planes and a straight track was fit
to these clusters. No requirement was made on the presence of a hit in the plane under test. If the
constructed track fulfilled basic quality requirements its intersection point with the plane under test
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Figure 2: The mean values of the pulse height distributions for all pad geometry detectors versus the incident
particle flux. The statistical uncertainty on the points is approximately 1%. We estimate a 3% systematic
uncertainty by comparing several procedures used to estimate the mean [13].

was calculated and the pulse height of the plane under test calculated as the sum of charges of a
single cluster in a four pixel radius around the intersection point. The pulse heights for each device
under test were then re-scaled with a device specific scale factor so that the most probable value of
the pulse height distribution at the lowest flux was one. The systematic uncertainty on the average
pulse height was estimated to be ≈ 0.4% using a silicon sensor.

The average pulse height as function the incident particle flux for a single-crystal CVD dia-
mond sensor is shown in Figure 3 (top left). A small decrease of 5% between lowest and highest
flux can be observed. This is attributed to a combination of charge sharing between pixels and the
per-pixel threshold of ≈ 3000 e. As can be seen in Figure 3 (top right) the mean cluster size in-
creases with increasing flux, reducing the charge collected by an individual pixel. The pulse height
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RD42: Radiation hard diamond sensors

of the single-crystal sample irradiated during the PLT pilot run is shown in Figure 3 (bottom). Here
the pulse height is reduced by a factor of two when going from the lowest to the highest flux. This
is consistent with the observation made in the PLT pilot run [11] but much larger than the flux
dependence observed with pad readout electronics. This implies that the pixel readout threshold
plays a role in the large decrease in pulse height observed for the irradiated single-crystal pixel
sensor.
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Figure 3: The average pulse height versus flux for an non-irradiated single-crystal sample (top left) a single-
crystal sample irradiated in the pilot run of the PLT (bottom). The average pulse height at the lowest flux is
scaled to one, the average pulse heights at other fluxes were scaled by the same factor. The average cluster
size in number of pixels versus flux for the non-irradiated single-crystal sample (top right).

4. 3D Detectors

Another approach to increasing the charge yield of material is to use a so-called 3D geometry
to reduce the drift path by locating the electrodes in the bulk material. Recently results for a
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prototype single-crystal CVD diamond sensor using a 3D read-out geometry were presented [3].
A femto-second laser was used to create the 3D structure of electrodes in the 4.7× 4.7 mm large
and 470 µm thick sample. The femto-second laser allowed transforming the diamond lattice into a
combination of diamond-like carbon, amorphous carbon and graphitic material — this combination
of materials acted as electrodes. The cell size was 150× 150 µm2 and each cell had a readout
column at its centre and bias columns in the corners.

In addition to the 3D sensor two additional regions were created on the material: a planar strip
detector with a strip pitch of 50 µm and a 3D sensor without conductive channels. For measure-
ments the planar strip was operated at a bias voltage of 500 V while the two 3D sensors were biased
at 25 V. This device was tested in a beam of 120 GeV protons at the CERN-SPS. A silicon strip
telescope was used to reconstruct tracks and extrapolate the intersection with the diamond device.
The charge was then determined as the sum of charges from the three readout channels closest to
the predicted intersection point for both the strip detector and 3D detector analyses.

An image of the raw data acquired can be seen in Fig.4 (left). Missing charge can be observed
around the positions of broken readout columns whereas regions of small negative charge were
found to be caused by broken field wires. As shown in Fig. 4 (right) very good agreement of the
strip and 3D detector responses could be observed after correcting for these effects.

at its centre and bias columns in each of the four corners. There are
nine cells which show a low signal response due to defective
readout columns. This was verified by comparisons to measure-
ments of the column resistance made before the beam test. Nine
defective readout columns out of a total of 99 is consistent with
the 92% yield, cf. Section 2. As there is no distinction between
readout and bias columns in the fabrication process, we expect
!8% of the 120 bias columns also to be defective.

When mapping the predicted position of negative charge
events onto the full 3D detector, it appears that most are clustered
around 20 bias columns. This is consistent with the expected
failure rate and the simulation based evidence that negative
charge signals are an indicator of a defective bias column.

To exclude the contribution of cells with defective readout
column from the signal spectrum of the 3D detector, a fiducial
region, in which there were only fully functional readout columns,
was selected as indicated in Fig. 12 by the rectangle. Events

containing significant negative charge, i.e. below "700e, were
removed. Fig. 13 shows the transparent charge signal spectra of
the selected region for the 3D detector overlaid with the spectrum
from the strip detector. The two spectra are consistent in their
most probable value. The strip detector exhibits a slightly longer
tail associated with large energy transfers. This difference is
currently not understood and is under study.

The spatial resolution was investigated by comparing the
predicted position in the 3D detector of reconstructed tracks from
the silicon telescope with the position calculated from the 3D
detector using the charge centroid of the two channels with the
highest signal within 3 strips of the incident particle track. Since
the cells were ganged along the y-axis only the resolution in x
could be assessed. The residual of the reconstructed centroid
position in the fiducial region on the 3D detector is shown in
Fig. 14. The flat top distribution indicates no significant charge
sharing between the 3D cells, resulting in a resolution of
σðxÞ ¼ 40:270:3 μm, which is slightly better than the ‘digital’
resolution given by the pitch=

ffiffiffiffiffiffi
12

p
¼ 150 μm=

ffiffiffiffiffiffi
12

p
¼ 43:3 μm.
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Fig. 12. The average cluster charge versus predicted hit position in the 3D detector.
The individual cells are marked by the overlay. Each cell has a readout column at its
centre and bias columns in the corners. In total there are 99 cells referenced from
A1 to I11. Cells A7, A8, B3, C6, E2, E10, H1, I3, and I10 show weak response due to
defective readout columns. A subset of adjacent cells with working readout
columns (fiducial region) is highlighted.
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Fig. 11. The calculated electric field strength distributions of a four cell array in the case of fully functional cells (a) and in the case of a missing bias column (b) for a bias
voltage of 25 V. Bias columns are marked with solid circles and readout columns are marked with empty circles.
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Fig. 13. The transparent charge pulse height spectra of the strip detector and the
3D detector fiducial region, as highlighted in Fig. 12. The average charge in the strip
detector is 15 800e, the average charge of the 3D detector is 15 000e. The peak of
the strip detector charge distribution is 13 800e, the peak of the charge distribution
of the 3D detector is 13 900e.
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the 92% yield, cf. Section 2. As there is no distinction between
readout and bias columns in the fabrication process, we expect
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When mapping the predicted position of negative charge
events onto the full 3D detector, it appears that most are clustered
around 20 bias columns. This is consistent with the expected
failure rate and the simulation based evidence that negative
charge signals are an indicator of a defective bias column.

To exclude the contribution of cells with defective readout
column from the signal spectrum of the 3D detector, a fiducial
region, in which there were only fully functional readout columns,
was selected as indicated in Fig. 12 by the rectangle. Events

containing significant negative charge, i.e. below "700e, were
removed. Fig. 13 shows the transparent charge signal spectra of
the selected region for the 3D detector overlaid with the spectrum
from the strip detector. The two spectra are consistent in their
most probable value. The strip detector exhibits a slightly longer
tail associated with large energy transfers. This difference is
currently not understood and is under study.

The spatial resolution was investigated by comparing the
predicted position in the 3D detector of reconstructed tracks from
the silicon telescope with the position calculated from the 3D
detector using the charge centroid of the two channels with the
highest signal within 3 strips of the incident particle track. Since
the cells were ganged along the y-axis only the resolution in x
could be assessed. The residual of the reconstructed centroid
position in the fiducial region on the 3D detector is shown in
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sharing between the 3D cells, resulting in a resolution of
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Fig. 12. The average cluster charge versus predicted hit position in the 3D detector.
The individual cells are marked by the overlay. Each cell has a readout column at its
centre and bias columns in the corners. In total there are 99 cells referenced from
A1 to I11. Cells A7, A8, B3, C6, E2, E10, H1, I3, and I10 show weak response due to
defective readout columns. A subset of adjacent cells with working readout
columns (fiducial region) is highlighted.
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Fig. 11. The calculated electric field strength distributions of a four cell array in the case of fully functional cells (a) and in the case of a missing bias column (b) for a bias
voltage of 25 V. Bias columns are marked with solid circles and readout columns are marked with empty circles.
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Fig. 13. The transparent charge pulse height spectra of the strip detector and the
3D detector fiducial region, as highlighted in Fig. 12. The average charge in the strip
detector is 15 800e, the average charge of the 3D detector is 15 000e. The peak of
the strip detector charge distribution is 13 800e, the peak of the charge distribution
of the 3D detector is 13 900e.
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Figure 4: The average cluster charge versus predicted hit position (left). The fiducial region — chosen to
contain adjacent cells with working readout columns — is highlighted. The transparent charge pulse height
spectra of the strip detector and the 3D detector fiducial region (right) [3].

5. Summary

A flux dependence of the pulse height was previously observed in the pilot run of the PLT
detector using a single-crystal CVD sensor operating the CASTOR region of CMS. The RD42
collaboration performed a dedicated beam test campaign to study the effects observed by the PLT.
Irradiated pad and pixel diamond sensors were studied to disentangle geometric effects. The flux
dependence could be replicated with single-crystal pixel sensors after neutron irradiation to a dose
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comparable to the total dose received by the PLT sensors. The effect is smaller for single-crystal pad
sensors and was not observed for a poly-crystalline pad sensor up to particle flux of 300 kHz/cm2.

Progress has been made on a first 3D sensors using CVD diamonds as material. A first proto-
type is functional and shows encouraging results. Finally the ATLAS DBM using poly-crystalline
CVD diamond sensors is currently observing first collisions in the LHC Run 2.
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