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The extended use of tracking information at the trigger level in the LHC is crucial for the trigger
and data acquisition (TDAQ) system to fulfill its task. Precise and fast tracking is important to
identify specific decay products of the Higgs boson or new phenomena, as well as to distinguish
the contributions coming from the many collisions that occur at every bunch crossing. However,
track reconstruction is among the most demanding tasks performed by the TDAQ computing
farm; in fact, complete reconstruction at full Level-1 trigger accept rate (100 kHz) is not possi-
ble. In order to overcome this limitation, the ATLAS experiment is planning the installation of
a dedicated processor, the Fast Tracker (FTK), which is aimed at achieving this goal. The FTK
is a pipeline of high performance electronics, based on custom and commercial devices, which
is expected to reconstruct, with high resolution, the trajectories of charged-particle tracks with a
transverse momentum above 1 GeV, using the ATLAS inner tracker information. Pattern recogni-
tion and the track parameter extraction are expected to be performed in roughly 100 µs, allowing
all the high level trigger selections to use the tracks provided by FTK in order to build high quality
and robust triggering.
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1. Introduction

The Large Hadron Collider (LHC) Run-I, using only a fraction of the full LHC potential,
has achieved fundamental successes: the Higgs boson’s discovery [1, 2] and strong limits on new
physics phenomena [3, 4].

After a shutdown period of almost 2 years, the LHC will be able to provide 13 TeV col-
lisions, almost twice the energy of the previous run, with an expected integrated luminosity of
40− 60 fb−1 per year, therefore increasing the discovery potential of the experiment. The greater
instantaneous luminosity, particularly after 2018, will provide an average number of simultaneous
collisions (pileup) up to 80. In order to achieve the required on-line data reduction in the trigger
and data acquisition system (TDAQ), the LHC experiments are expected to increase the use of sili-
con detector information, reconstructing the track trajectories close to the interaction points, which
allows the contribution of each pileup collision to be distinguished.

The ATLAS experiment [5] is placed around one of the LHC interaction points. Several parti-
cle detection technologies are used to collect a large and high quality data sample. The innermost
region is occupied by a set of silicon and gaseous detectors that compose the inner detector (ID)
tracker. The ID provides the most precise determination of charged tracks produced during the
collisions; however performing full tracking within the existing multilevel trigger architecture is
a nearly impossible task. For this reason ATLAS has decided to include an electronic system
designed to perform real-time full track reconstruction of ID data. The Fast TracKer (FTK) [6]
processor will receive the ID data for each event accepted by Level-1 trigger, up to a 100 KHz rate,
and it will produce the list of charged tracks with pT > 1 GeV within the full tracker acceptance.
This is expected to provide a new tool for the high level trigger (HLT) computing farm, which
will free resources and be more efficient for event topologies that are difficult to identify, while
maintaining a large rejection of the backgrounds.

2. The ATLAS Fast TracKer algorithms

Figure 1: The diagram shows the main steps of the FTK tracking algorithm: clustering (1), data
formatting (2), pattern matching (3), first and second track fitting stages (4)(5).

The ATLAS FTK breaks the tracking problem into a set of sequential steps, as shown in
Fig. 1. There are 5 main parts to the algorithm: (1) the raw ID data are received and clusters are
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found; (2) the clusters are then geometrically organized into overlapping towers and independently
processed, increasing the throughput; (3) within each tower, clusters are matched to predefined
roads; candidate tracks are found using 8 of the 12 available detector layers; (4) a first track fit is
performed only using clusters within the found road, thus greatly reducing the hit combinatorics;
(5) all combinations of hits passing the first fitting stage are then further refined by using data in
the layers not included in the previous step.

The key idea is to efficiently perform the pattern matching by prestoring the sequence of hits
related to real tracks, using a large dictionary. In order to limit the number of patterns to a realistic
number, the hits are compared with the prestored tracks at coarse resolution. This pattern matching
scheme is particularly efficient when Associative Memory (AM)[7] chips are used, as successfully
showed in the CDF experiment[8]. This device is in fact able to perform the matching while the
data are being loaded. In the FTK, a new version of the chip will be used. The new version has
greater pattern density, allowing about 109 patterns to be stored, and it provides variable resolution
matching[9], adding the necessary flexibility to work at the challenging conditions of the LHC.

After the pattern matching is performed by the AM system, the hits are organized in roads. In
each road, all track candidates are tried. The track parameter evaluation has been reduced to a set
of scalar products:

pi =∑
j

Ci j · x j +qi ∀i = 1 . . .5 (2.1)

χ
2 =∑

l

(
∑

j
Al j · x j + kl

)2

(2.2)

where pi represents the five perigee parameters of a track, and χ2 is the quality parameter. The x j

are the cluster local coordinates; Ci j, Al j, qi and kl are constants used by the linearized formulas
and valid in a limited detector region, shared by groups of patterns. The same fitting formulas, with
different coefficients and numbers of coordinates, are used in both fitting stages. During both track
fitting stages a missing layer is allowed to maintain overall tracking efficiency.

3. The FTK hardware pipeline

The algorithms showed in Fig. 1 are implemented in specific electronic boards, designed using
VME and ATCA standards. The ATCA shelves will be placed at the entry and at the final point of
the system. The VME standard will be used for the core boards, which will be responsible for the
pattern matching and track fitting.

The final system will have about 8000 AM chips and 2000 FPGAs. This huge computing
power will be distributed in 32 data formatter (DF) boards, 128 associative memory boards (AMB-
SLP or AMB) and auxiliary cards (AUX), 32 second stage boards (SSB), and 2 FTK to Level-2
interface cards (FLIC). A description of each board type is presented in the following sub-sections.

3.1 Clustering reconstruction and data formatting

This is the entry point of the system and it consists of 32 ATCA boards called Data Formatters
(DFs) (Fig. 2). Each DF receives data from the ATLAS inner detector read-out drivers (RODs)
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(a) Data formatter board (b) Input mezzanine

Figure 2: The pictures show a fully stuffed DF board (a), with 4 FTK_IM installed. The right
figure shows a detailed view of the a FTK_IM prototype, with the two FPGAs close to the FMC
connector. A fully loaded DF is able to receive 16 fibers.

through up to 4 daughter cards, the FTK input mezzanine (FTK_IM). Each FTK_IM receives up
to 4 fibers, each with a data bandwidth of 2 Gbps. The FTK_IM system will receive in total 380
links, in total about 750 Gbps of raw ID data.

The goal of the FTK_IM is to find clusters in incoming data. In case of strip sensors, a partial
clustering is already performed at the sensor’s front-end. However for pixel sensors, single channels
are read out and it is necessary to perform a 2D clustering algorithm to find all clusters while data
are loaded at 40 MHz. This step provides a major data reduction at the same time increasing track
reconstruction precision. In order to balance the computational load between the two FPGAs, 2 of
the 4 input fibers will come from the strips while the other 2 from the pixel sensors. More details
can be found in [10].

The DF board geometrically organizes the incoming clusters. This board arranges the clusters
in η − φ 1 projective towers, with a dimension of δφ × δη ≈ 32◦× 1.2, and in logical layers to
be sent to the core crates. Each DF is expected to provide data to 4 core processors and 1 SSB
board, equivalent to 2 FTK towers, with the possibility to send data to other DF boards in case
the clusters belong to towers not served by the current DF. The connection with the processing
units uses optical links placed in the RTM module. The connection with other DF boards in the
same crate exploits the full-mesh backplane. The DF boards are distributed in multiple ATCA
shelves and the inter-shelf communication is provided by an extra link on the RTM. The board has
a communication power exceeding the peak requirements for the next 5 years. To summarize the
maximum bandwith through the DF, each board receives up to 32 Gbps from the ID RODs assigned

1φ is the azimuthal angle measured around around the beam axis, while η is linked to the polar angle θ from the
beam axis, defined as η =− ln tan(θ/2).
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to a tower, about 30 Gbps of data are sent to the core processors, while up to 40 Gbps of data can
be sent to other DFs in the same shelf and about 25 Gbps to the DFs in other shelves.

3.2 Core processing unit and AM chip

(a) Associative Memory board (b) Auxiliary card

Figure 3: The two pictures show a fully loaded AMBSLP board, with 4 LAMB cards installed,
holding a total of 64 AM chips. The AM chips are not installed in the photograph, but the socket
footprint is clearly visible. The right picture shows an AUX card with its 6 Arria V FPGAs, but
without the heat sinks.

The central part of the FTK pipeline is the system of AM and AUX cards. These two boards
perform the pattern matching and the first stage fit, which are the most computing intense steps of
the pipeline.

Data are received by the AUX card through QSFP connectors, situated near the bottom and
top of the front panel (Fig. 3b). Data for the tower processed by the unit are received from the DF,
already organized by layer. Two main functions are performed within the card: the data organizer
(DO) and track fitter (TF). The DO is a smart database organizing all clusters according to a coarse
resolution position identifier, the super-strip (SS). The SS is sent to the AM system for pattern
matching and it represents the best precision available in the pattern bank. In the TF, the AUX
receives the list of found roads from the AMBSLP. According to the SS content of each road, the
clusters are retrieved by the DO; the packet of hits belonging to each road are then sent to the TF.
The TF builds all combinations of clusters in a road, with 1 cluster per layer, evaluating the χ2 and
sending all good candidate tracks to the next board, the SSB.

The AUX computation is distributed in 6 identical Altera Arria V FPGAs: 4 are devoted to
the DO and TF, while the other 2 handle the input and output as well as the conversion of cluster
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locations to super-strips.
The AM board, also referred to as AMBSLP[12] contains a large number of serial links. It

receives the SSs from the AUX and sends them to the AM chips. Internally, data are replicated to
reach all the chips at the same clock cycle. After the last SS of the slowest layer is received, the
list of fired roads is collected and sent to the AUX for the track fitting. The board is controlled by
4 FPGAs: 2 Xilinx Artix 7 which control the input and output logic, 1 FPGA which controls the
VME interface, and 1 FPGA controlling the state of the board. The pattern matching function is
done by 64 AM chips installed within 4 LAMB mezzanine cards, clearly visible in Fig. 3a.

Summarizing the data throughput, the AUX receives 6.4 Gbps data from the DF and it has a
6.4 Gbps data channel toward the SSB. The connection between the AMB and AUX uses the P3
connector, in which high speed serial links provide 12 Gbps from the AUX to the AMBSLP and 16
Gbps from the AMBSLP to the AUX.

3.3 Final track fitting and HLT connection

(a) Second stage board prototype (b) FTK to Level-2 interface board prototype

Figure 4: The left picture shows a recent prototype of the SSB. In the center of the board, the 4
FPGAs devoted to the final track fit are clearly visible. The right picture shows a FLIC board.

The track candidates coming from the AUX card do not exploit the full precision of the ATLAS
ID because they do not use some of the layers. In the pattern recognition stage, the innermost pixel
layer sensor, the insertable B-layer (IBL) detector, and most of the stereo strip layers are not used.
These are added in the second stage, as shown in Fig. 1, to improve the quality of the tracks. The
maximum amount of data that are expected into the SSB is 6.4 Gbps/AUX, for a total of 25 Gbps.

The final track refinement is performed by the second stage board, the SSB. This board is
contained in the same VME crate as the AMBSLP and AUX, with 1 SSB connected to 4 AMB-
SLP/AUX pairs. Along with the track candidates from the AUX, the SSB also receives data from
the DF for the layers that are not used in the first stage. The incoming DF clusters are stored in the
SSB DO after a SS calculation; the 8-layer combinations coming from the AUX are subsequently
extrapolated to the additional layers and the hits are retrieved from the SSB DO. If any hits in at
least 3 of the additional 4 layers are found, the track is fit; otherwise the original track is discarded.
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The FTK tracking procedure can produce duplicate tracks which are removed by the SSB. The
final track candidates are stored in a buffer. Before a new track is included, it is compared with the
ones already found. If two tracks are considered to be duplicates, based on the number of shared
clusters, one or the other is kept based on the χ2 and the layers used by the TF. Because the FTK
towers have a generous overlap at the boundaries, a large number of duplicated tracks appears in
these areas. In order to perform cross tower duplicate removal, the output tracks are also sent to
the SSB of the next tower before being sent to the final system board, the FLIC board.

The FLIC board’s task is to collect tracks coming from the SSB boards, and convert them into
a format compatible with the HLT software. Particularly, during the various steps showed in Fig. 1,
the information is reduced, with the goal of saving bandwidth (for instance, the track parameters
are represented as fixed precision integers, in units not compatible with other ATLAS algorithms).
The FLIC board has all the information required to convert the tracks to the format needed by the
HLT algorithms. The FLIC system has a total input and output bandwidth of 32 Gbps.

4. Expected results and use in HLT

(a) FTK tracking efficiency (b) B-tagging

Figure 5: The plots in the figure are obtained using the FTK emulation [6]. The plot on the left
shows the efficiency of the FTK tracking algorithm, with respect to the tracks found by offline
tracking algorithms, as a function of pT for muons and pions. The right plot shows a comparison
of b-jet tagging algorithm performance between the case when precise tracking information from
offline algorithms is used (black) and when tracks found by the FTK hardware are used for three
choices of light flavor rejection in the FTK-based algorithm.

The FTK performance has been simulated in detail to tune the algorithm parameters and study
the improvements to the HLT selections. FTK tracks are generally found to have a resolution
comparable to the offline algorithms. Relative tracking efficiency is about 95% and the fake rate is
of about 5% at pileup of 70 interactions per beam crossing[6].

Because the FTK tracks are present at the beginning of the HLT, event processing can im-
plement complex algorithms based on tracks, not currently available, which can reject difficult
backgrounds. This is expected to be beneficial for the identification of τ hadronic decays as well as
b-jet and exclusive b-hadron decays. Where required, the FTK track quality can even be improved
by refitting the FTK tracks using the HLT algorithms. Two summary plots are shown in Fig. 5.
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Milestone IM DF AUX AMB Chip SSB FLIC ETA
Full Slice Test (AMChip05) 4-16 1-4 1 1 x05 1 2 09/15
Full Slice Test (AMChip06) 128 32 16 1 x06 8 2 11/15
Full barrel coverage (µ = 40) 128 32 16 16 x06 8 2 02/16
Full coverage (µ = 40) 128 32 32 32 x06 16 2 08/16
Full System 128 32 128 128 x06 32 2 2018 -

Lumi-
nosity
driven

Table 1: The table shows the expected status of the board and the system at the different milestones.
A first complete chain is expected to be operational by the end of 2015, with the AMB based on
the AMChip05. When a large number of the AMChip06 will be available, the system will continue
to grow, reaching full coverage by summer 2016.

The FTK tracks can also be used to mitigate the effects of pileup in missing energy selections
by combining calorimetric and tracking information. The availability of tracks for all the events
that enter the HLT will also allow other generic uses, such as the reconstruction of all primary
vertices in the events.

5. Commissioning schedule

The FTK system is in a very advanced development stage. The production of some boards has
already started, while in the other cases it is ready to start. The key component is the AMChip06,
already submitted for initial production, and the first few thousand chips are expected to be received
in October.

The FTK commissioning schedule in Table 1 expects a first full slice of the system, with at
least one board of each kind by the end of 2015. A fully working system, which will be able to
reconstruct tracks in the whole barrel region, is expected early in 2016, with full inner detector
coverage by the summer.

The commissioning of the complete system (128 AM boards) will be staged based on the
expected LHC luminosity and will be complete by 2018.

6. Conclusions

The ATLAS FTK processor will be able to provide high quality tracks to all the HLT algo-
rithms at the full Level-1 rate. This offers new possibilities to the HLT to collect large samples of
interesting physics channels, usually difficult to collect because of large backgrounds. The collec-
tion of events with τ leptons or b-jets will be more efficient by allowing the tracker information to
identify their very unique topologies. FTK track reconstruction will also provide reduced sensitiv-
ity to pileup by its precise reconstruction of the collision vertices and its ability to identify objects
originated from different collisions.
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The hardware is ready for production and a first complete slice will be tested during this year’s
data taking. There will be sufficient hardware to cover the barrel region, with |η | ≤ 1, by spring of
2016, and full η coverage by the end of 2016.
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