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Figure 1: (a) Distribution of topics covered by presentations at Vertex 2015 (b) Distribution of presentations
across high energy physics experiments for those talks that primarily focused on one experiment.

1. Introduction

The 24th International Workshop on Vertex Detectors (Vertex 2015) was held from the 1st −5th

June 2015 in the spectacular location of Santa Fe, New Mexico. The workshop featured fifty pre-
sentations spread over five days and covering all aspects of semiconductor tracking and vertexing
detectors for high energy physics.

The areas covered in the conference included the operational experience with detector systems,
the design of new detector systems, R&D on new technologies, triggering, tracking and alignment
algorithms, and applications of similar technologies outside high energy physics. The distribution
of talks between areas is illustrated in Figure 1, along with the major experiments that were repre-
sented. Notable amongst the talk distribution was a significant rise in the number of presentations
on CMOS sensors. The talks also included a significant number of presentations on software al-
gorithms. This was a welcome development as this area has sometimes been less well represented
in previous conferences. As one would expect, the bulk of experiment focussed talks were from
the four large LHC experiments, but with a third of talks coming from other experiments there was
also good representation from smaller experiments.

2. LHC Detectors in Operation

Run 1 physics data taking of the LHC occurred from 2010 to 2013. At the time of the confer-
ence the LHC had recently restarted after a two year shutdown. Significant consolidation work had
been undertaken on the accelerator and on the detectors. Run 2 of the LHC is expected to continue
till the end of 2018 and provide proton-proton collisions at a centre-of-mass energy of 13 TeV;
the collisions in Run 1 occurred at 7 and 8 TeV. Indeed, the first collisions between 13 TeV stable
beams occurred during the conference on Wednesday 3rd June, with first event display images be-
ing shown by several speakers. The collision frequency will be increased moving from the 50 ns
bunch-spacing of Run 1 to 25 ns in Run 2 and significantly higher instantaneous luminosities are
anticipated at ATLAS and CMS than in Run 1.

All four major LHC experiments reported on the status and performance of their existing
silicon detector systems and consolidation work performed during the shutdown. As in previous
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Vertex conferences valuable lessons were learnt from experiments openly sharing information on
problems they have encountered as well as their successes.

The CMS inner tracker [1] is the largest silicon tracker ever built with 75 million channels
and 200 m2 of silicon. The CMS pixel endcap disk had 8% of its channels non-operational by
the end of Run 1 and the pixel system was removed and repaired on the surface. Detector repairs
were performed to the endcap disk including fixing misaligned flex cables, unplugged analogue
electrical-to-optical converters, and replacing problematic modules. After repair this FPix system
regained an impressive 99.9% of operational channels. Problems occurred during barrel pixel
repairs leading to shorts, which were thought to be caused by condensation in the cooling box.
The detector was repaired from damage caused by this issue in only three months using spare and
repaired modules.

Consolidation work was also performed on the ATLAS silicon tracker. In the pixel system after
repairs 98% of modules were functional. The major change for the ATLAS system was the insertion
of a new inner pixel detector system - the Insertable B-Layer (IBL) in May 2014, see Figure 2.
This fourth layer of pixels is located at a radius of 3.3 cm from the beam and is comprised of 12M
pixels of 50×250 µm2. The system uses both planar and 3D pixels (see below). Mid-way through
production an issue with corrosion of bond wires was found. As with CMS, the issues appear to
have arisen from exposure to condensation. All staves were reworked appropriately. The system
has 99.7% operational pixels. Misalignment effects in the detector are discussed in section 5. The
system has been fully commissioned and is operational for Run 2.

The ALICE silicon system [2] is comprised of pixel detectors and strips detectors but also
includes drift detectors. New more powerful FPGA based readout boards were constructed and de-
ployed for the silicon drift detectors. Upgrades to the strip detector readout system were performed
to improve the single event upset (SEU) tolerance.

LHCb has a silicon strip Vertex Locator (VELO), located only 8 mm from the LHC beam
during physics data taking, and silicon strip tracking systems (ST) [3, 4]. The VELO has carefully
monitored its radiation damage and showed currents in line with expectation. Charge collection
measurements, including high statistics measurements of the behaviour of n-on-n and p-on-n sen-
sors, suggest a longevity somewhat better than anticipated from the conventional Hamburg model.
However the VELO sensors incorporate a second metal-layer to route signals and after irradiation
some charge-loss to this layer has been reported though without affecting the tracking efficiency
of the detector. ATLAS have also monitored the leakage currents in the different layers of their
pixel detector using a dedicated current measurement board. Good agreement with the expectation
is obtained and the inner layer of the system is expected to withstand the radiation damage arising
from 450 fb−1 of data [5].

A recurring theme in the presentations on operational experience was issues with cooling
systems, with consolidation work being reported by all four experiments. The CMS tracker cooling
system was modified to improve the sealing and insulation and upgrade the cooling plant. This will
allow the system to operate at −10/− 15◦C during Run 2 to reduce the leakage current and limit
the reverse annealing from radiation damage. The major operational issue for the ALICE pixel
system in Run 1 had been with the cooling system, leading to 63% of modules being operational
in 2011. The issue arose from clogging of filters. These were drilled to correct the issue, a highly
challenging task as the nearest accessible point was 4.5 m away and the inner pipe of only 4 mm
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Figure 1. (a) Stave layout with the organization of planar and 3D sensor modules. (b) Layout of the IBL
detector with the 14 staves around the IBL positioning tube (IPT) and (c) zoom of one stave side where a 3D
sensor module is visibile.

uniform charge collection across the sensor depth after irradiation. The IBL layout is shown in
figure 1. There are 14 staves in a turbine structure; each stave has 12 modules with double-chip
planar sensors in the center and 4 forward single-chip 3D sensors at the two extremities.

As of today the IBL detector is completed, installed in ATLAS under commissioning and ready
for the next year restarting of LHC.

2 Sensor design, production and results

The 3D silicon sensors used in the IBL have been produced by two silicon foundries [6–8]: CNM1

and FBK,2 on 230 µm thick 4-inch FZ3 p-type wafers having a resistivity of 10–30 kΩ cm. A wafer
floorplan and sensor geometry for FE-I4 [5] pixel front-end chip was defined in common with the
different sensor producers participating in the prototype program coordinated by the ATLAS 3D
Collaboration. A total of 8 FE-I4 single-chip sensors fits in a wafer layout. In addition to the two
already mentioned foundries also SINTEF4 and SNF5 participated in the prototype program.

1Centro Nacional de Microelectronica, CNM-IMB (CSIC), Barcelona E-08193, Spain.
2Fondazione Bruno Kessler, FBK-CMM, Via Sommarive 18, I-38123 Trento, Italy.
3Silicon crystal growth methods: FZ – float zone; CZ – Czochralski.
4SINTEF MiNaLab, Blindern, N-0314 Oslo, Norway.
5Stanford Nanofabrication Facility, Stanford, CA, United States.

– 2 –

Figure 2: The ATLAS Insertable B-Layer, added for LHC Run2 operations, includes both planar and 3D
pixels (a). The layout of the staves (b) and a zoom of one stave (c) are illustrated. Reproduced from [6].
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Figure 3: The expected operational dates of new detector systems discussed at the conference.

diameter. A new cooling plant has been introduced for the LHCb ST during the LHC shutdown.
The LHCb VELO system reported highly successful operational experience with its bi-phase CO2

based cooling system. A similar approach has been adopted for the ATLAS IBL.

3. New Detectors and New Technologies

A significant number of detector systems that are in preparation were reported at the confer-
ence. A timeline for the potential deployment dates of these detectors is provided as Figure 3.

A wide and inventive variety of future strip and pixel detector module geometries were pre-
sented at the conference. The so-called “Origami” modules of Belle-II were particularly remark-
able, illustrated in Figure 4. These double sided silicon strip sensors have their readout chip (the
APV developed for CMS) mounted on the sensor on the n+ doped side. Signals from the p+ doped
side are routed to the front with a bent flex circuit. CMS [7] reported modules combining strips
and macro-pixels for application in their future track trigger (discussed further below). The LHCb
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Figure 4: The Belle “Origami” modules, showing the double sided silicon detectors (DSSD), readout chip
(APV) and bent flex circuit. Reproduced from [14].

VELO upgrade [8] showed “L” shaped modules that close around the beam, with the active pixels
located only 5 mm from the beam.

A number of presentations discussed developments for the future detector systems of ATLAS
and CMS. The next to be installed will be the CMS Phase I pixel upgrade scheduled for deployment
in 2016/2017 and for which pilot run modules have already been deployed [9, 10]. The high lumi-
nosity phase of LHC operations will commence from LHC Run 4, after a significant (up to three
years duration) shutdown and increase the design luminosity by a factor of five to 5×1034cm−2s−1

or beyond. The increase in particle density and radiation damage motivates major changes to the
detector systems. The ATLAS [11] and CMS [12] pixel systems for Phase II upgrades, for de-
ployment in the mid-2020s, require radiation tolerance in the 1016 1 MeV neutron equivalents
/cm2(neq) range and will further increase their size from the current systems. The ATLAS pixel
system is expected to comprise 6,000-13,000 modules. The proposed strip detector [13, 7] systems
have even larger numbers of modules. The ATLAS silicon system will expand (due to removal of
the TRT) to the dimensions of the CMS system, with 190 m2 of silicon and 20,000 modules. CMS
have selected to use 200 µm thick sensors on p-type material based on wafers produced with the
magnetic Czochralski process.

Looking further ahead reports were given on developments for the detector systems of po-
tential future linear colliders, both ILC and CLIC. A Japanese site has been proposed for the ILC
and it was reported that a statement on whether this project is likely to proceed to construction is
expected by the time of Vertex2016. The bunch structures of the two machines differ significantly,
leading to differing timing requirements, but the drive to produce low material sensors and services
is in common. The long timescale of the projects is such that the development of highly advanced
technologies should be pursued, such as true 3D integration of sensors and electronics, as actively
illustrated for the ILC at the conference.

The rise of CO2 cooling systems already noted above was also apparent in the reports on new
detectors. Indeed we learnt in the presentation on AMS [15] that they have already ascended into
space! ATLAS and CMS strip and pixel upgrades as well as LHCb (VELO and ST) expect to
utilise this technology for their upgrades. The new development on the cooling side concerned
the use of micro-channel cooling. The NA62 Gigatracker is taking first data this year and utilises
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70× 200 µm channels etched into a silicon substrate to make micro-channels through which a
cooling fluid (C6F10) flows. This cooling design significantly decreases the material in the active
acceptance of the detector. The LHCb VELO upgrade will also utilise micro-channel cooling and
combine this with utilising bi-phase CO2.

The conference was also notable for the deployment in detector systems of a number of tech-
nologies that had been reported as R&D items in previous conferences. As commented above, the
ATLAS IBL makes the first use of 3D detectors [16], based on the semi-3D design that simplified
the construction where columns do not pass through the full silicon wafer. Further deployment of
3D sensors will occur in very forward detector systems in both ATLASFP and CMS PPS. Further
work is ongoing on improving the etched columns aspect ratios. Diamond sensor beam monitors
[17] have been deployed in ATLAS for Run 2 utilising IBL style pixel modules. Work is also pro-
gressing on developing 3D diamond sensors, using lasers to produce conductive graphite columns
in diamond. The pixel detector of Belle II will be based on DEPFETs [18]. The material is min-
imised by using a handling wafer which is etched away in the centre to 50 µm providing mechanical
support only where it is required around the edge of the sensors. An impressive interaction length
of 0.2%X0 per layer is reported.

The conference reported an explosion of development work on CMOS sensors [19, 20, 21,
22]. The operational performance of the STAR Tracker utilising MIMOSA family sensors was
reported [20]. The development of 50 µm thin MAPS with a sub-5 µm resolution and 0.3%X0

per inner Barrel layer was presented for the ALICE upgrade [19]. Speakers reported research for
potential application in ATLAS (strips and pixel) and future linear colliders on high resistivity
and high voltage (typically 120 V) CMOS sensors. The ATLAS sensors aim for relatively high
radiation tolerance (1015 neq/cm2) and 25 ns readout. The driving motivation is the utilisation of
technology advances to produce low cost sensors, say 5-10 AC/cm2. The ATLAS developments
focus on utilising CMOS for the sensors with a separate ASIC but the possibility exists to include
circuitry in the sensor. The option of gluing the pixel readout chip to the sensor to capacitively
couple them, rather than bump-bonding, is also being investigated.

Another new theme emerging from the conference was the incorporation of timing information
into pixel sensors to complement the spatial information. The recently deployed NA62 Gigatracker
reports a time resolution of 200 ps [23]. R&D work is being actively pursued [24, 25] on detectors
with gain and large electron drift velocity, with the hope of achieving 40 ps resolutions.

New radiation hard pixel ASICS for LHC upgrades were discussed. A common development
in the CERN RD53 collaboration for the ATLAS and CMS HL-LHC pixel detectors was presented.
The ASIC is being developed in 65 nm feature size technology with 50×50 µm pixels. The chip is
required to drive 5 Gbps electrical signals over a distance of 6m. The chip aims for approximately
1MHz trigger rate. On a shorter timescale, the VELOPix chip of the LHCb upgrade is developed
in a 130 nm technology. It is based on the TimePix family of chips and will provide 55× 55 µm
pixels. It also will provide 5 Gbps per output serialiser, with four serialisers per chip. It will operate
at 40 MHz, i.e. LHCb beam crossing frequency, trigger-less output mode.

Important tools for designing and understanding the response of new detectors after radia-
tion damage were reported. Work was presented showing highly performant simulations based on
TCAD simulations through the modelling of effective donor and acceptor levels up to fluence levels
of 1.5× 1015 neq [26]. Apparatus to allow Transient Current Technique (TCT) measurements has
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been developed and used to perform an impressive array of measurements. The system is available
for purchase [27].

4. Other Applications

The session of talks on semiconductor detectors in use outside particle physics reported a wide-
variety of applications. It was remarked that while funding agencies often ask us to emphasise
the impact of developments on industrial and commercial applications it is clear that techniques
developed in high energy physics are also making a significant impact in other scientific disciplines.

Photon science applications were discussed over an energy range of six orders of magnitude,
50 eV to 50 GeV, for a scientific field larger than that of high energy physics. Many of the devel-
opments are being driven by the Free Electron Laser facilities, notably LCLS at SLAC that came
online in 2009 and the European FEL that is planned to start in 2017.

Another major facility currently in construction is the European Spallation Source, a neutron
source scheduled to start in 2019. The development of this facility coupled with a shortage of 3He
is leading to significant activity on silicon based neutron detectors. The etching techniques, also
used in 3D detectors and micro-channel cooling, are exploited to produce cavities which are then
filled with a converter material. Etched silicon micro-probes are also being used to push forward
our understanding of the response of the eye to visual stimuli.

The successful operation of silicon detectors in space was reviewed in presentations from
AMS [15] and Fermi-LAT. New opportunities for these particle physics detectors in space were
highlighted, such as the strong science case for the construction of a 100 keV-1 GeV gamma ray
sensitive instrument and high energy cosmic ray detector for the Chinese Space Station. Detector
applications in an antihydrogen experiment, AEgiS, were also discussed [28].

5. Tracking and Alignment

A central issue for the LHC experiments and their upgrades is providing an effective triggering
strategy in the high multiplicity environment of the LHC as the detectors move to operating at
higher instantaneous luminosities. ATLAS, CMS and LHCb are all pursuing different approaches
to this key challenge. ATLAS [29] is planning the installation of a dedicated processor, the Fast
Tracker, which will reconstruct the trajectories of charged particles with transverse momentum
above 1 GeV using the ATLAS inner tracker information and relying on pre-stored patterns of hits.
The track parameters are expected to be available in 100 µs allowing the high level trigger to use
these tracks. Large scale integration will occur in 2016. CMS are planning a system [30] for their
detector upgrade in LS3 that will identify tracks with transverse momentum above 2 GeV at the first
level of triggering. The technique relies on the construction of “pT modules”; these modules have
two layers of silicon detector modules separated by a few mm. The modules consist either of two
layers of strip modules, or one strip module and one using elongated pixels (1.5 mm×100 µm). A
schematic illustration depicting how high and low transverse momentum tracks are distinguished
is shown in Fig. 5. Options for the track finding approach are under study but will be implemented
using FPGAs. LHCb is removing its first level hardware based trigger for its upgrade [8]. All
detectors will be read out at the LHC bunch-crossing frequency, providing complete flexibility in
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CMS Developments for Track-Triggers Marco De Mattia

Figure 1: Schematic illustration of stubs passing or failing the momentum discrimination. Trajectories of
low-pT charged particles are bent in the magnetic field and produce hits which are not consistent with a
high-pT charged particle coming from the interaction point.

2.1 Tracker Geometry

The baseline geometry for the upgraded CMS outer tracker consists of a central barrel with
six layers and two endcaps with five disks each. Two types of pT modules are used: 2S modules in
the three outer layers and in the outer rings of the disks, and PS modules in the three inner layers
and in the inner rings of the disks. The 2S modules consist of 10 ⇥ 10 cm2 strip sensors: 2 ⇥ 5 cm
long strips with 90 µm pitch. The PS modules have a top sensor with 2 ⇥ 25 mm strips with 100
µm pitch and a bottom sensor with 1.5 mm ⇥ 100 µm pixels. Figure 2 shows the geometry for
the outer tracker [7]. Also shown is the inner pixel detector which, however, is not utilized in this
study.
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Figure 2: Baseline geometry for the upgraded CMS tracker. Blue and red lines represent PS and 2S modules,
respectively. Only the half of the detector for positive z in the r� z plane is shown.

2.2 Tracklet Method for Tracking at L1

The tracklet-based approach relies on commercial FPGA technology to perform tracking at
L1. Track finding is performed in four main steps, starting from the stubs received from the front-
end electronics of the tracker. In the first step, tracks are seeded by forming tracklets from pairs

3

(a)

Figure 5: The CMS approach to track triggering. The trajectories of high and low-pT tracks in a magnetic
field are illustrated. Reproduced from [30].

the trigger CPU-farm. Hence vertexing and tracking information from the VELO and tracking
systems will be available at the first level of triggering, allowing tracks from heavy flavour events
to be distinguished from their impact parameters and momenta.

An array of improvements to the tracking algorithms at experiments were reported at the con-
ference. While each of these improvements may give a comparatively small change their cumula-
tive effect can be large. For example significant improvements in B-tagging performance at ATLAS
were reported through the use of clusters that can be shared between tracks [31], and a factor four
improvement in tracking algorithm speed in high pile-up conditions at CMS.

The alignment of the ATLAS IBL has received particular attention [32]. Distortions in the
IBL have been observed due to a mismatch between the coefficient of thermal expansion of the
bare stave and the polyamide flex bus line, with a magnitude of the stave bowing of 10 µm per ◦C.
The expected temperature variation during collision data taking is 0.2◦C and consequently after
alignment no significant degradation in performance is anticipated.

LHCb have introduced a novel real-time alignment and calibration strategy for LHC Run
2 [33]. Alignment and calibration constants are calculated in the trigger farm within a few minutes.
For example, the VELO modules in each half are retracted by 3 cm and reinserted for every LHC
physics run once stable beams are obtained. The detector can be aligned using tracks to an accuracy
of 2 µm, a factor two improvement over that achieved using mechanical measurements as shown
in Fig. 6. The new constants can then be made available to be used online in the trigger and for
further reconstruction. This minimises the difference between online and offline performance, and
facilitates the ability to perform physics analyses directly on the output of the trigger. Consequently
only the information on the tracks of interest needs to be stored offline instead of all the signals
recorded by the detector. In 2016 this approach is being tested but the raw data also retained. This
approach would reduce the event size for those events by more than one order of magnitude.

6. Summary of Summary

The workshop surveyed a wide range of topics in semiconductor tracking and vertex detectors,
with many new developments presented by the participants (see Figure 7). The large scale silicon
systems of the LHC experiments are still improving their detector performances through hardware
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Novel real-time alignment and calibration of the LHCb detector in Run II Giulio Dujany
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LHCb VELO Figure 3: Misalignment between the two

VELO halves along the main movement
direction for the different runs, evaluated
by fitting the primary vertices separately
with tracks in each half of the VELO. The
run numbers shown here span the period
of the last four months of operations in
2010.

For the other components of the tracking system, in addition to the variation due to hardware
intervention, some variation over time was observed, partially correlated to the magnet polarity
which is reversed periodically. During Run I a new tracking alignment has been evaluated after
each magnet polarity switch or technical stop. This strategy allowed to have a momentum scale
and resolution stable with time as shown in Figure 4.

Figure 4: Time evolution of the relative variation of the difference between the measured mass of the
J/Ψ(1S) and the nominal one from [4] (left) and relative variation of the mass resolution at the J/Ψ(1S)
mass (right). Each point corresponds to data taken with a different tracking alignment; the blue up-triangles
and red down-triangles correspond to opposite magnet polarities.

3. Trigger strategy for Run II

In Run I the rate of collisions was 15 MHz and will double in Run II while the output rate of
events saved on disk will change from 5 kHz in Run I to 12.5 KHz in Run II. In Run I the event
reconstruction performed online by the trigger was simpler and quicker than the one performed
offline on triggered events in order to meet time contraints; the final detector calibration and an
improved alignment were obtained offline on triggered data and the data used for most of the
physics results was processed at the end of the year using the latest constants.

During 2012 LHC spent only approximately 30% of its time in stable running due to e.g.
planned technical stops, machine developpement phases and the time between data taking fills
needed for the ramping of the LHC dipole magnets. In order to optimise the usage of the event

4

Figure 6: Misalignment between the two VELO halves obtained in LHC Run 1, relying on mechanical
measurements of the position. Track based alignment can achieve an improvement by a factor of two, and
the constants made available online for use in the trigger in LHC Run 1 within minutes of the run starting.
Reproduced from [33].

Figure 7: The happy participants at a tremendously productive meeting held in a spectacular location.

interventions and algorithm development. A large number of new detectors are planned in our
field, and there were several examples of fruitful inter-experiment collaboration. The range of
technologies deployed in large scale detector systems has significantly expanded, including sensors
using 3D detectors, diamond detectors, and soon DEPFETs and the development of micro-channel
cooling. The addition of timing information to spatial information from vertex detectors and the
wide array of development on HV/HR-CMOS sensors are both important trends to follow for the
future.
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