Period-decoupled Short-term Price Prediction Model Based on Artificial Neural Network and Least Squares-Support Vector Machine Approach Optimized by Bacterial Colony Chemotaxis Algorithm
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The short-term price prediction result is an important bidding strategy basis for generating the enterprise consumers. Firstly, the index system for factors affecting the short-term electricity price was constructed and the core influencing factors were selected based on Artificial Neural Network (ANN); then, Bacterial Colony Chemotaxis (BCC) algorithm was built to determine the extra-parameters used in the least squares-support vector machine (LS-SVM) for short-term electricity price forecasting. In order to avoid BCC trapped in the local optimum, a perturbation was applied to the population to extricate itself out of the local optimal and start a new search and optimized BCC algorithm.
1. Introduction

The short-term price prediction result is an important bidding strategy basis for generating enterprise consumers in the day-ahead market, which features the practical significance. Currently, the time-series method and the artificial intelligence method have been widely used in the short-term price prediction. While the time-series method is predicted from its own rule without considering influence of the market factors on short price, the artificial neural network method exists certain discreteness and will be easy to fall into local optimum trap.

Some short-term electricity price methods have been proved to be easy to fall into local optimum[1-2], and the prediction accuracy had to be improved; besides, many researches failed to quantify the bidding strategies of power generation enterprises[3-5], which affected the short-term electricity price.

As the short-term price is also affected by seasons, climate and other factors, which feature significant periodicity, and the characteristics of different periods of the price change dramatically, there is a huge difference between the price change characteristics of different periods. In order to overcome disadvantages of the traditional prediction, the core influencing factors which were selected based on Artificial Neural Network (ANN) and BCC-LS-SVM method for short-term electricity price forecasting were constructed in order to avoid BCC as trapped in local optimum; moreover, a perturbation was applied to the population to optimize BCC algorithm, which can effectively improve the prediction accuracy and convergence speed.

2. Influencing Factors Selection based on ANN

The chronological price sequence highlights higher uncertainty, and it's difficult to accurately predict the short-term price with single traditional prediction method. According to different time points, the price sequence can be divided into 24 electricity price series (i.e. period-decoupled price series, if the market is clearing every half an hour, there are 48 electricity price series), and the price changes is relatively stable for each point in the time sequence's historical data [1]; in this sense, the price of each period-decoupled was respectively predicted in this paper. Factors affecting the short-term electricity price can be divided into three categories: the generators' bidding strategy factors, the external environmental factors and the system parameters- influenced factors. Usually, these data are issued by the trading organizations and the scheduling department of electricity market to market entities. The index system is shown in Fig.1.

In the index system, the system available capacity is the difference between the system capacity and the planned maintenance capacity. The system load rate is the ratio for system load and available capacity, which can reflect the market supply and demand situation [2].

ANN (Artificial Neural Network) is a number of artificial neurons connected with each other simply as applied to simulate the biology neural network, and then obtain information from outer environment or other neural. After simple calculations, the outputs are transported back to the outer environment or other neural. BP (Back Propagation) Error Back propagation learning algorithm with two processes: the forward propagation of information and the backward propagation of error, which is the most representative and widely used in ANN; thus we choose BP to find out the key factors for prediction.

With a random set of weights and thresholds, BP algorithm firstly selects a sample as input to calculate the output value with feed-forward method; then change the weights and thresholds with back-propagation model and get a new set of weights and thresholds. As a cycle, all samples are calculated. Repeat this cycle until the error is less than the specified accuracy. With increase of the number of iterations, the system error will decrease and finally converge to a stable set of weights and thresholds to help us get the influencing factors of coal price. The specific calculation process has been developed[6]. The core influencing factors can be selected by ANN.
Figure 1: Index System for Short-term Electricity Price-affected Factors

3. Short-term Electricity Price Forecasting Model based on Optimized BCC-LS-SVM Method

3.1 Model of Least Squares-Support Vector Machine

LS-SVM can solve small sample, non-linear, high dimension and local minima problems, and has been successfully applied to classification, function approximation and time series prediction. Concrete calculation process has been developed[7].

Support vector machine (SVM) is specialized in solving actual problems characterized by small samples, non-linear features, high dimensions and local minimum values. It has been successfully applied to deal with categories, function approximating and time series forecasting, etc. Least Squares-Support Vector Machine (LS-SVM) proposed by Suykens is viewed as the improvement of standard SVM with a lot of advantages: the non-equation constraints in standard SVM are replaced by equitable ones and quadratic programming problem is converted to solve the linear equations directly. Given a set \( \{x_i,y_i\}_{i=1}^{N} \), where \( x_i \in F^N \) is the inputs and \( y_i \in F^N \) is the corresponding outputs. The non-linear function \( f(*) \) is aiming at converting the samples to the characteristics space. The model of LS-SVM can be described as follows:

\[
\begin{align*}
\mathbf{h}(a) &= G^T f(x) + m
\end{align*}
\]

Where, \( G \) and \( m \) are parameters to be examined. \( G \) and \( m \) can be obtained by minimizing the following objective function.

\[
\begin{align*}
F = 0.5 \| G \|^2 + \zeta \sum_{i=1}^{N} d_i^2 + 0.5 \zeta 
\end{align*}
\]

Where, \( \zeta \) is regulation factor; \( F_1 \) is loss function. The optimization problem can be described as:

\[
\begin{align*}
\text{min} \quad & Z(G,d_i) = 0.5 \| C \|^2 + 0.5 \sum_{i=1}^{N} d_i^2 \\
\text{s.t.} \quad & y_i = G^T f(x_i) + m + d_i, \quad i = 1,2,...,N
\end{align*}
\]

The Lagrange function of (12) is expressed as

\[
L(G,\lambda, m) = Z + \sum_{i=1}^{N} \lambda_i [y_i - G^T f(a) - m - d_i]
\]
Where, $\lambda \geq 0$, is the Lagrange multiplier; $d_i$ is the error. According to the Karush-Kuhn-Tucker conditions, the following equations can be obtained.

$$\frac{\partial L}{\partial \theta} = 0, \quad \frac{\partial L}{\partial b} = 0, \quad \frac{\partial L}{\partial \gamma} = 0, \quad \frac{\partial L}{\partial \xi} = 0$$  \hspace{1cm} (3.5)

Then,

$$G = \sum_{i=1}^{N} \lambda_i f(x_i), \quad \sum_{i=1}^{N} \lambda_i = 0, \lambda = \xi d_i$$  \hspace{1cm} (3.6)

$$y_i - G^T f(x_i) - m - d_i = 0$$  \hspace{1cm} (3.7)

The linear equations are obtained after eliminating $G$ and $d_i$.

$$\begin{bmatrix}
0 & 1 & L & 1 \\
1 & k(x_i, x_i) + \frac{1}{r} & L & k(x_i, x_i) \\
M & M & M & M \\
1 & k(x_i, x_i) & L & k(x_i, x_i) + \frac{1}{r}
\end{bmatrix}
\begin{bmatrix}
m \\
\lambda_i \\
m \\
\lambda_i
\end{bmatrix}
= \begin{bmatrix}
0 \\
y_i \\
M \\
y_i
\end{bmatrix}$$  \hspace{1cm} (3.8)

$\lambda_i$ and $m$ can be obtained by calculating these linear equations. The model associated with inputs $x$ is described as:

$$\hat{y}(x) = \sum_{i=1}^{N} \lambda_i \phi(x_i, x) + m$$  \hspace{1cm} (3.9)

Where, $\phi(x_i, x) = f(x_i) f(x)$ is a kernel function subject to Phil Mercer theorem. In this paper, RBF kernel function is adopted: $\phi(x_i, x) = \exp(-||x-x_i||^2/2\mu^2)$.

It can be seen that kernel parameter $\mu$ and regulation factor $\zeta$ in (3.2) have a large impact on the accuracy of LS-SVM model. These two parameters can be obtained in the training period of RNM-BCC optimization algorithm.

### 3.2 Parameters Optimization with BCC

Bacterial colony chemotaxis (BCC) algorithm, which is developed from the bacterial chemotaxis (BC) algorithm, is a swarm intelligent algorithm that can realize the information communication among individuals. Bacterial colony can constantly feel the change in their environment through the individual bacteria constant moving and use their previous experience to find the global optimal point. BCC algorithm highlights better robustness. Steps of BCC algorithm are described as follows [8]:

1. Step1: set the population size of the bacterial colony and initialize the position of individual bacterium and the sense limit.
2. Step2: calculate the objective function (see Equation (3.2)) of the individuals under the initial conditions; determine and record the optimal solution.
3. Step3: at step $k$, the bacteria $j$ acquires information about its environment and finds the centre location of other bacteria colony. The centre location can be assigned a better objective function value in the perception limitation. The centre location can be expressed as:

$$\hat{\beta}(j) = \omega k(a_{j,k}, \hat{a}_{j,k})$$  \hspace{1cm} (3.10)

Where $\hat{a}_{j,k}$ denotes the centre bacteria; $k(a_{j,k}, \hat{a}_{j,k})$ is the distance between bacteria $j$ and the centre location $\hat{\beta}(j)$; $\omega$ is a random number between (0, 1).

4. Step4: according to individual bacterial chemotaxis (BC) algorithm, the bacteria $j$ can get to a new location $\psi(j)$.

$$\psi(j) = \psi(j) + p(j)$$  \hspace{1cm} (3.11)

Where $\psi(j)$ is the current location of bacteria $j$; $p(j)$ is the expectation of the next location.

$$p(j) = \nu e^{\theta}$$  \hspace{1cm} (3.12)

Where $\nu$, $t$ and $\theta$ denote movement speed, time and rotation angle respectively.

5. Step5: compare the objective function value at location $\hat{\beta}(j)$ and $\psi(j)$. The bacteria $j$ will move to location of higher function value at Step $k+1$.

6. Step6: in order to avoid abandoning the original better location due to randomness of the algorithm, whenever the bacterial colony moves, a bacterial at the worse location will move to the best location to improve the performance of the algorithm.
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Step 7: update the best location and relative parameters. Repeat Steps 3 to 6 until the end condition is met, then exit the loop.

It should be noted that there should be two key factors in the selection of hyper-parameters based on BCC: 1) how to describe the location of bacteria by hyper-parameters; which will directly affect the searching efficiency and convergence speed; 2) how to define the fitness function.

In the proposed algorithm, every bacterial colony is required to provide one potential solution, which is called hyper-parameters combination. Here, a hyper-parameters combination is defined as one-dimensional combined vector \( x \), for example, RBF: \( x = (\zeta, \mu) \). In this research, set \( x = (\log_2 \zeta, \log_2 \mu) \) because this method has a higher searching efficiency and has got more stable optimization result.

In this problem, in the course of calculating the fitness value of bacterial colonies, the fitness function can guide BCC algorithm to move to a better solution. It shows that it should be defined for different problems. The higher the fitness value is, the better the location will be. The fitness function is defined as follows:

\[
G = \frac{1}{N} \sum_{j=1}^{N} \left| \frac{c_j^* - c_j}{c_j} \right| \times 100
\]

(3.13)

Where \( c_j^* \) and \( c_j \) denote the training results and the actual results respectively.

In order to solve the problem prone to be trapped in the local optimum of BCC, we perturb the population. It is difficult to get rid of the situation that the best individual of the current generation is the local optimum by using the BCC to analyze. When the best individual does not change in successive generations, the algorithm is trapped in local optimum; in this sense, a perturbation should be applied to the population to extricate itself out of the local optimal and start a new search. The complete ANN and LS-SVM method optimized by perturbation BCC flowchart is shown in Fig. 2:

---

**Figure 2:** Flow chart of ANN and Optimized BCC-LS-SVM

Step 1: establish the regression function.

The optimal regression function of LS-SVM is established according to the non-linear function. The inputs of SVM are the key factors influencing the short-term electricity price as obtained by ANN while the output is the vehicle ownership.

Step 2: determine the kernel function and parameters.

Radial Basis Function (RBF) kernel function is adopted in this paper and regulation factor and kernel parameters are obtained by using BCC method. Conditions needed to be satisfied that probability amplitude of T generation and T+1 generation is consistent.

Step 3: establish the prediction model of short-term electricity price.
The regression optimization problems and constraints of LS-SVM are firstly created. The optimal coefficients of the regression function are obtained by using the Lagrange function; then get the short-term electricity price prediction model.

Step4: prediction.

The model is actually a black box model. The influencing factors of long-term electricity price are the inputs and the long-term electricity price is obtained by the simulation learning.

4. Conclusion

Accurate short-term price is significant in China, especially when the reform of the electricity market is considered in the near future. The main innovation lies in the forecasting method of short-term electricity price in this paper and is expected to achieve an ideal forecasting result.
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