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The forecasting of monthly electricity sales is a fundamental job for the marketing department
of  State  Grid  Corporation  of  China.  In  this  paper,  we  propose  a novel  electricity  sales
forecasting  method. Firstly, with the visual clustering algorithm, 27 provincial electric power
companies of State Grid Corporation of China are clustered into different groups according to
their historical  monthly electricity sales curve;  secondly,  as to different groups,  the monthly
electricity  sales  are  predicted  by specific  regression  or  time-series  algorithms.  Experiments
show that the proposed approach has very high prediction accuracy rate in terms of forecasting
the  the  electricity  sales  of  the  next  12  months  for  the  power  companies  of  State  Grid
Corporation of China.
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1. Introduction

With the development of the smart grid, the forecasting of monthly electricity sales plays
an  important  role  in  making  monthly manufacturing  and  management  schedule,  guiding
reasonable  operation  of  the  power  plants  and  power  grids,  formulating  the  plan  of  using
electricity in order and promoting the reasonable development of power market.

With data  of  six  years,  Taylor  showed that  for  forecasting electricity sales,  the  triple-
seasonal method outperformed the double-seasonal method and the univariate neural network
approach [1]. A spatial Auto-Regressive and Moving Average (ARMA) model was proposed by
Ohtsuka et al to consider features of the electricity demand in Japan, and thus a strategy of
Markov chain Monte Carlo method was constructed to estimate parameters of the model [2].
Ringwood et al examined the application of the artificial neural network for forecasting the
electricity  demand  [3].  With  the  possibility  regression  model,  Hirano  et  al  devoted  special
attention to the electricity demand and the price analysis in California [4]. A hybrid forecasting
framework  was  proposed  by  Motamedi  et  al  to  combine  a  multi-input  and  multi-output
forecasting  engine  for  joint  price  and  demand  prediction  with  the  data  association  mining
algorithms [5]. Liu et al established Grey Model (GM) forecasting model by using the power
demand load of Shandong province of China from 2004 to 2011, and forecasted the power load
demand of 2012 and 2013 [6]. Kalashnikov et al proposed and analyzed numerical experiments
based on the oligopolistic model of Mexican electricity market [7]. 

Above-mentioned papers forecasted the monthly electricity sales by using a variety of
algorithms, including comparative analysis, structural analysis, regression, ARMA time-series,
neural network and gray prediction, et al. These algorithms can forecast electricity sales to some
extent, but the accuracy rate is unsatisfactory. Without considering the character of the historical
electricity sales curves of different regions and one specific algorithm is used for all regions are
the main reasons which inevitably lead to low accuracy rate.

In order to solve the problem, in this paper, we propose a global matching electricity sales
forecasting method based on the combination of clustering, regression and time series analysis.
The method includes two main steps: firstly, the 27 provincial electric power companies of State
Grid Corporation of China (SGCC) are clustered into different groups according to the features
in time and the frequency domain of their historical electricity sales curves. Then as to different
groups, we choose appropriate predicting algorithms on the basis of features of the historical
electricity sales  curves.  The algorithms include Support  Vector Machine (SVM),  L1/2 sparse
regression,  Back Propagation (BP) neural  network,  and  Auto-Regressive Integrated Moving
Average Model (ARIMA).

The originality of our proposed electricity sales forecasting method can be summarized as
follows:  1.  the  historical  electricity  sales  curves  are  characterized  by  carefully  selected
dimensions with respect  to the time domain and frequency domain;  2.  the visual  clustering
algorithm is  used  to  divide the  historical  electricity sales  curves  into optimized number  of
clusters;  3.  according  to  different  peculiarities  of  the  regression  and  time-series  algorithms
which can be used to predict the electricity sales, we deduce a matching table between clusters
and the optimized prediction algorithms.

2. Preliminary Knowledge

2.1 The Fourier Transformation

The time-domain analysis  is  often used to analyze the relationship between electricity
sales  and  times  according  to  times  as  abscissa  and  electricity  sales  as  coordinated.  The
frequency-domain analysis is often used to analyze the features in frequency domain according
to frequencies as abscissa and amplitudes as coordinated. Generally speaking, the time-domain
analysis  is  visual  and intuitive;  however,  the  frequency-domain analysis  is  more  brevity in
mathematics, and hence can depict the curve characters deeply.

Let x (n) whose length is N be a finite sequence, which is defined in Equation 2.1.
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   x (n)={x (n) 1≤n≤N
0 otherwise

                                               (2.1)

       X (k )=DFS [ x(n)]=∑
n=1

N

x(n)ω N
(n−1 )(k−1)                                 (2.2)

The corresponding Fourier transformation of x (n) is  defined in Equation 2.2, where

1≤k≤(
2M

2
+1) , and M =min(m) {m∈Ζ +|2M

≥N } .

2.2 The Visual Clustering

The visual  clustering algorithm considers a data set as an image with each light point
located at a datum position [8-9]. As we blur this image, smaller light spots will gradually merge
into larger ones until the whole image become one light spot at a low enough level of resolution.
By identifying each light spot as a cluster, the blurring process will generate a series of clusters
along the blurring hierarchy of the image.

For a data set X ={x i∈Rd : i=1,⋯, N } , each data point x i may be seen as a small

light point which is commonly mathematically represented by the Dirac generalized function
σ (x− x i) . As a result, the data set X constitutes an image p (x ) in the d-dimensional

space, and is mathematically represented by Equation 2.3.

 p (x )=
1
N
∑
i=1

N

σ (x− xi)                                                     (2.3)

According to the visual scale theory, the multi-scale representation of an image p (x ) ,
i.e., p (x ,σ ) ,  is the convolution of p (x ) and the Gaussian function g ( x ,σ ) , which
is mathematically represented by Equation 2.4, where s  is the visual scale.

    p (x ,σ )=p (x)∗g ( x ,σ )=(2π σ 2)
−d

2 ∑
i=1

N

e
−(x− xi )

T
(x− x i)

2σ 2

                       (2.4)

Given a visual scale σ , the center of a light spot is defined as the maximum value point
of p (x ,σ ) with respect to x . The light spot corresponds to a center x* is defined as the

attraction domain of  x* with respect to the  gradient system
dx
dt

=∇ x p (x ,σ ) , namely

B( x*) ,  which  is  mathematically  represented  by  Equation  2.5,  where x (t , x0) is  the
solution of the initial value problem of the gradient system defined in Equation 2.6; therefore,
given a visual scale σ ,  by solving Equation 2.6, we can determine whether a light point

x0   belongs to a certain light spot B( x*) .

   B( x*)={x0∈Rd :lim
t →∞

x( t , x0)=x*}                                       (2.5)

        {
dx
dt

=∇ x p(x ,σ )

x (0, x0)=x0

                                                  (2.6)

As  the  value  of σ increases,  the  visual  clustering  algorithm  generates  a  series  of
clusters, which form a tree structure, and hence we can obtain a series of partitions based on
these clusters. Because having no any prior knowledge about the data set, we may choose the
relative most important partition by using the significance assumption.

2.3 The SVM Regression

The SVM regression is the application of SVM classification to the functional regression
field [10-11]. The sample points of SVM regression belong to only one class. The aim of SVM
regression is to find an optimal hyper-plane which minimizes the total deviate which is the total
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distances between all sample points and the hyper-plane. Given a data set D : {x i , y i}i=1

N
, the

essence of the regression problem is to find a function f (x ) so that we may deduce y
from any x .  As  Fig.  1  shows,  the  SVM regression  problem may be  converted  into  the
optimal  hard- ε zone  hyper-plane  finding  problem,  where  all  sample  points  satisfy
−ε≤ y i− f ( x i)≤ε ,i=1,⋯, N ,  and ε is minimized. The SVM regression problem is

mathematically defined in Equation 2.7.

     
min
f (x)

ε

s.t. −ε≤ yi− f (xi)≤ε ,i=1,⋯, N
                                  (2.7)

Figure 1: Hard- ε Zone Hyper-plane Figure 2: SVM Classification of D+ & D-

As Fig. 2 shows, the SVM regression problem may be further converted into the SVM
binary-classification problem with positive class point  set D+ and negative class point  set

D- , where D+ and D- are mathematically defined in Equation 2.8.

      
D+={( xi

T , y i+ε )
T ,i=1,2,⋯, N }

D-={( xi
T , y i−ε )

T ,i=1,2,⋯, N }
                                       (2.8)

2.4 The L1/2 Sparse Regression

Given a  data  set {( x i , y i)i=1
n } ,  the  essence of  the  regression  problem is  to  find the

optimal  function f * from  learning  machine  F so  that  it  approximates  the  relationship
between x and y best. The popular method we’re taking now is the regularization L p method
which may be mathematically represented by Equation 2.9 [12-13], where l (. ,.) is the loss
function which is minimized in case of the predicted value is close to the real value, λ is the
regularization parameter, and ∥ f ∥p is normally taken as some norms of the solution, which
represents the expectation, e.g., sparsity, of the solutions.

         f *=arg min
f ∈F {1

n
∑
i=1

n

l ( f ( xi) , y i)+λ∥ f ∥p}                              (2.9)

We  often  meet  the  over-fitting  problem  when  solving  regression  problems.  The
regularization  method takes  this  into account  and reduces  risks  of  over-fitting  by adding a
constraint condition ∥ f ∥p for solutions. It had been proved that the L1/2 sparsity method can
guarantee both the solvability and the sparsity of the solution [12-13].

2.5 The BP Neural Network Regression

The BP neural network is one  kind of multi-layer  Feed-Forward Network with widest
application, and is an important model of the Artificial Neural Network [14-17]. 
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Figure 3: BP Neural Network

The structure of the BP neural network is shown in Fig. 3, which includes the input layer,
the hidden layer, and the output layer. The main idea of the algorithm is that the learning process
is divided into two stages. The first stage is the forward propagation stage, in which the output
values are calculated from the input layer through the hidden layer and the output layer, and the
states of neurons in each layer only have some impacts on the states of the neurons in the next
layer. The second stage is the back propagation stage, in which if the output layer is unable of
obtaining the desired outputs,  it  calculates the difference between the actual  output  and the
desired output layer by layer and minimizes the error by tuning the weights of the previous
layer. The forward propagation and the back propagation stages continue until desired output is
obtained.

2.6 The ARIMA Time-Series Analysis

A time series is a data sequence that is chronological arranged, where the data elements are
interdependent. The time-series analysis is an important area in data analysis. Traditional time-
series models, e.g., AR(p), MA(q), and ARMA(p,q) are only suitable for stationary time-series
analysis. As to the non-stationary time-series analysis, a differential process should be adopted
to eliminate the trend and the seasonal characters of the time series so that the converted time
series is a stationary series.

First Order Difference: ∇ X t=X t−X t−1=(1−B) X t  

Second Order Difference: ∇
2 X t=X t−2Xt−1+X t−2=(1−B)

2 X t

…
d-th Order Difference: ∇

d X t=(1−B)
d X t

φ (B)∇
d X t=θ (B)ε t                                                 (2.10)

Let { X t , t=0,±1,±2,⋯} be a non-stationary time series, if there exists integer  d so

that ∇
d X t=W t ,  and {W t ,t=0,±1,±2,⋯} is  an  ARMA(p,q)  stationary  time  series,

then X t is  an  ARIMA(p,d,q)  time  series  [16-17],  where X t satisfies  Equation  2.10,

φ (B)=1−φ 1 B−φ 2 B2
−⋯−φ p Bp ,  and θ (B)=1−θ 1 B−θ 2 B2

−⋯−θ q Bq .  The
solution of the ARIMA (p,d,q) time series can be used to predict electricity sales.

3. Clustering of the Electric Power Companies

As to the 27 provincial electric power companies of SGCC, we use the visual clustering
algorithm to divide them into different groups according to the historical electric sales curves,
and the clustering dimensions are carefully selected from the characters of the historical electric
sales curves with respect to time domain and frequency domain, so that we can get features of
different groups such as long-term, periodicity, stability and disturbance. As to different groups,
appropriate  algorithms,  e.g.,  the  SVM regression,  L1/2 sparse  regression,  BP neural  network
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regression,  and ARIMA time-series analysis are used to predict the electric sales.  As to the
electric  power  companies  of  the  same  group,  the  same  algorithm  is  used.  Details  of  the
prediction idea are shown in Fig. 4. We get the historical monthly electricity sales data from
January  2010  to  December  2014  of  the  27  electric  power  companies  of  SGCC  from the
marketing information system.

Figure 4: Prediction Idea of the Electricity Sales

For the features of electricity sales curves with respect to time domain, the 12 monthly
year-on-year  average  values  and  12  monthly  month-on-month  average  values  which
demonstrate the trend of electricity sales monthly are selected as clustering dimensions. As to
the features of electricity sales curves with respect to the frequency domain, As Fig. 5 shows,
we obtain the Fourier coefficients of the historical electricity sales curves of 27 electric power
companies of SGCC though Fourier transformation.

Figure 5: Electricity Sales Curves of 27 Power Companies under Frequency Domain

As  shown  in  Fig.  5,  by  observation  of  electricity  sales  curves  of  27  electric  power
companies in frequency domain, we can find that there are a total of 33 horizontal frequency
nodes after the Fourier transformation, and there are seven horizontal frequency nodes which
have relatively large gap of Fourier coefficients, named No.1-No.7 frequencies. In addition, this
paper takes into account the Fisher Index which measures the periodicity of the electricity sales
curve. Using Fisher statistics, we can detect the peak of cycle diagram to determine whether
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periodicity of electricity sales sequence is present. Eventually, all the 32 clustering dimensions
are shown in Table 1.

dimension category dimension dimension category dimension

monthly
year-on-year value

(time domain)

average of January

monthly
month-on-month value

(time domain)

average of January
average of February average of February
average of March average of March
average of April average of April
average of May average of May
average of June average of June
average of July average of July
average of August average of August
average of September average of September
average of October average of October
average of November average of November
average of December average of December

No.1-No.7
Fourier coefficients
(frequency domain)

NO.1 frequency No.1-No.7
Fourier coefficients
(frequency domain)

NO.5 frequency
NO.2 frequency NO.6 frequency
NO.3 frequency NO.7 frequency
NO.4 frequency periodicity Fisher index

Table 1: Clustering Dimensions of the Historical Electricity Sales Curves

With the visual clustering algorithm, we obtain the clustering result of the 27 provincial
electric power companies of SGCC as shown in Fig. 6. For security reasons, we omit the name
of the electric power companies and use province 01 to province 27 to denote the corresponding
companies. Fig. 7 and Fig. 8 shows the electricity sales curves of the clusters, due to space
limitation,  only  two  clusters,  i.e.,  cluster  3  and  cluster  9  are  randomly  selected  for
demonstration.  We can see that  the  clustering result  of  the  27 electric  power  companies  is
reasonable. The specific features of the 10 clusters are shown in Table 2. Bigger month-on-
month value means significant long-term, smaller year-on-year value infers significant stability,
bigger Fisher index means obvious  periodicity, and bigger frequency domain feature means
obvious disturbance. 

Figure 6: Clustering Result of the 27 Provincial Electric Power Companies of SGCC
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Figure 7: Electricity Sales Curves of Cluster
3

Figure 8: Electricity  Sales  Curves  of
Cluster 9

Year-on-year
value

Month-on-month
value

Fisher
index

Frequency
feature

cluster 0 bigger smaller bigger
cluster 1 bigger bigger bigger
cluster 2 smaller bigger bigger
cluster 3 bigger bigger
cluster 4 bigger bigger
cluster 5 smaller bigger bigger
cluster 6 bigger bigger
cluster 7 bigger smaller bigger
cluster 8 smaller bigger
cluster 9 smaller bigger

Table 2: Specific Features of 10 clusters

4. Electricity Sales Prediction

Combined with features such as long-term, periodicity, stability and disturbance of clusters
in section 3, according to different peculiarities of prediction algorithms in Section 2.3 to 2.6,
we deduce the matching table between clusters and prediction algorithms as shown in Table 3.
According to the matching table, the monthly electricity sales of 27 electric power companies
from January 2014 to December 2014 are predicted, where the sales data from January 2010 to
December 2013 is used as training data and the data from January 2014 to December 2014 is
used as testing data.
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Long-term Stability PeriodicityDisturbance Selected algorithm
cluster 0 significant significant significant BP neural network
cluster 1 significant significant significant L1/2 sparse regression
cluster 2 significant significant significant SVM regression
cluster 3 significant significant L1/2 sparse regression
cluster 4 significant significant L1/2 sparse regression
cluster 5 significant significant significant SVM regression
cluster 6 significant significant L1/2 sparse regression
cluster 7 significant significant significant BP neural network
cluster 8 significant significant ARIMA time-series
cluster 9 significant significant ARIMA time-series

Table 3: Matching Table between Clusters and Prediction Algorithms

Maximum error (%) Average error (%) Minimum error (%)

province 01 5.43 3.17 0.04
province 07 3.94 1.53 0.00
province 12 9.90 4.43 1.15
province 20 9.86 3.06 0.22

Table 4: Electricy Sales Prediction Accuracy Rate

Table  4  shows  the  prediction  accuracy  rates  correspond  to  the  selected  prediction
algorithms with respect to Table 3. Fig. 9 to Fig. 12 show the predicted electricity sales curves
in 2014. Due to space limitations, we only show the predicted results of four electric power
companies, i.e., one predicted result for each prediction algorithm. For security reasons, in Fig.
9 to Fig. 12, the detailed electricity sales values are omitted.

Figure 9:  Cluster 2 - Province 20 (the SVM regression is the prediction algorithm)

9
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Figure 10:  Cluster 3 – Province 07 (the L1/2 sparse regression is the prediction algorithm)

Figure 11: Cluster 7 - Province 12 (the BP neural network is the prediction algorithm)

Figure 12: Cluster 9 - Province 01 (the ARIMA time-series is the prediction algorithm)

Above experimental results show that the selected electricity sales prediction algorithm
with  respect  to  Table  3  achieves  the  best  accuracy  rate  among  the  four  electricity  sales
prediction algorithms, i.e., the SVM regression algorithm, the L1/2 sparse regression algorithm,
the BP neural network algorithm, and the ARIMA time-series analysis algorithm as to almost all
electric power companies of SGCC. 

5. Conclusion

In this paper, with the visual clustering algorithm, 27 provincial electric power companies
of SGCC are clustered into 10 groups according to their  historical monthly electricity sales
curves. Then, as to different groups, only using historical electricity sales data, the monthly
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electricity  sales  are  predicted  by  using  specific  regression  or  time-series  algorithms.
Experiments  show that  the  proposed  approach has  very high  prediction  accuracy rate  with
respect to forecasting the electricity sales of 12 months of the next year as to the 27 power
companies of State Grid Corporation of China. We will further consider the influence factors for
electricity sales prediction.
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