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The support vector machine is a commonly used classification method for its good performance.
The processes of most of the existing methods for multi-class problem are not simple. More than
one support vector machine (SVM) classifier should be trained in each of these methods. In this
paper, a novel multi-class support vector machine method is presented, named the Multi-class
Least Square Support Vector Regression (MCLS-SVR) by using only one classifier to solve the
multi-class problem. The main idea of this method is to transform the classification problem to
the regression problem, which is much simpler, by treating the class label of each sample as the
regression output value; then LS-SVR is used to solve the regression problem and a rounding
operation  is  added  in  the  course  of testing  samples  because  their  class  labels  are  positive
integers. The results of both simulation and experimental on face and fingerprint recognition
show that the proposed MCLS-SVR method yields higher recognition rate and faster calculation
speed.
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1. Introduction

The support  vector machine (SVM) is  one of  the most  popular classification methods
because of its better data generalization performance and being able to solve nonlinear, small
sample size and high-dimension problems. Since SVM was proposed by Vapnik[1] ,  a lot of
researches have been carried out to apply and improve this method.

SVM was originally developed for binary classification problems, but in practice, there are
usually more than two classes of samples in most of the classification problems; so we should
extend the binary SVM to multi-class SVM. There are mainly two types of approaches now:

One  approach  is  to  decompose  the  classification  problems  into  several  binary  SVM
classifiers and then reconstruct them. As to the first approach, there are many methods: One-
Against-Rest (OAR)[2] , One-Against-One (OAO)[3] , Directed Acyclic Graph (DAG) SVM[4]
, etc. These methods all have some deficiencies because they failed to consider the classification
problem as an entirety;  however, lots  of  researches have been carried out  to improve these
methods  and  overcome  their  deficiencies,  such  as:  Shiladitya  Chowdhury  et  al.  , Henry
Joutsijoki , etc.[5-6].

The other approach is to solve the MC problem with only one SVM classifier[7-8] , so that
the information of all samples would be kept; however, it would not be easy to design the SVM
classifier and the calculation speed may be slow if the sample size is large.

This  paper  presents  a  new multi-class  classification  method  belonging  to  the  second
approach.  This method is  called Multi-class Least  Square Support  Vector  Regression which
introduces the idea of regression into classification problem. This method considers all the data
and contains only one classifier which is easy to train. The experimental results show that this
method performs very well and features a high classification rate.

The organization of the paper is shown as follows: Section 2 introduces the support vector
machine theories; Section 3 presents the proposed the LS-SVR based multi-class classification
method; Section 4 gives the experimental results and Section 5 makes the conclusion

2. Support Vector Machine Theories

In Section 2, we give a brief description of SVM, SVR and LS-SVR methods.

2.1 Support Vector Machine

The Support vector machine is a non-probabilistic supervised learning model[9] . Consider
a classification problem, the training data set of which is shown as follows:

S 1={( x1, y1) ,⋯,( x l , yl)} , x i∈Rm , y i∈{1,−1}   (2.1)

where ix are the input vectors, iy are the class labels of ix  and l is the size of training data
set, 1,2, ,i l= L . 

As  to  the  linear  separable  problem,  the  goal  of  SVM  method  is  to  find  an  optimal
hyperplane by solving a quadratic programming (QP) problem :

     
min

1
2
∥ω∥

2
+C (∑

i=1

l

ξi)

s.t. y i(ω x i+b)≥1−ξi ,ξi≥0,i=1,⋯, l
, (2.2)

wherew is the normal vector of the hyperplane;  C is the penalty factor;  ix are the slack
variables.  Lagrange  function  is  introduced  to  solve  the  QP  problem  and  the  optimal
classification function is as follows :

      f (x )=sgn [∑
i=1

l

y i a i
∗
( x , x i)+b∗

] , (2.3)

where ( )1 2 3, , , , la a a a* * * * *=a L  are the Lagrange multipliers,  *b is the classification threshold,

and the minority of samples which the nonzero Lagrange multipliers are corresponding to the
called Support Vectors (SV).
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As to the nonlinear classification problems, the kernel function  ( ),i jK x x  is introduced and

the optimal classification function changes to:[10]

           f (x )=sgn [∑
i=1

l

y i a i
∗ K ( x , x i)+b∗

] . (2.4)

There are many commonly-used kernel functions and we choose Gaussian radial basis

function (RBF) kernel: 
2 2( , ) exp( / 2 )K s= - -x y x y  in this paper.

2.2 Support Vector Regression Machine

If  we  introduce  an  alternative  loss  function  to  the  SVM  method,  it  can  also  solve
regression problems[11]. Consider the same training data set as Equation (2.1), the goal of the
regression problem is to find a function  ( )f x  to express the relationship between  ix and iy .
According  to  the  Structural  Risk  Minimization  (SRM) principle,  ( )f x  should  minimize
following formula,

R=
1
2
∥ω∥

2
+CRemp ,                     (2.5)

where R is the expected risk,  empR is the empirical risk and C is penalty factor.  There are

different kinds of empR  functions, and the e -Insensitive Loss Function  is widely used because it
usually uses fewer support vectors[12]. The function is defined as follows:

{0( ) ( )y f y fe e- = - -x xw, , ( )y f e-
Otherwise

xw, , (2.6)

where e is the given accuracy. It shows that we don’t have to care about errors less than e ;
especially, when 0empR =  and the slack variables is added, the optimization problem is changed
to:

        

min
1
2
∥ω∥

2
+C (∑

i=1

l

ξi+ξ i
∗
) ,

s.t. y− f ( x i)≤ε+ξi ,ξ i≥0

f ( x i)− y≤ε+ξi
∗ ,ξi

∗
≥0

(2.7)

Upon solving Equation (2.7) by the Lagrange multiplier method, we can get the following
regression function:

          f (x )=∑
SVs

âi K (x , x i)+b (2.8)

where *ˆ ( )i i ia a a= - are Lagrange multipliers and ( , )iK x x is kernel function.

2.3 Least Square Support Vector Regression Machine

Suykens J. A. K. and Vandewalle J.  has proposed an improved method for SVM named
Least Square Support Vector Regression (LS-SVR). In this method, Equation  (2.7) has been
transformed into a group of equality constraints; thus the solving process of SVM has been
changed from QP problem to some linear equations, which has reduced the difficulty of training
and raised the solution efficiency significantly.

As to the same training data set as Equation  (2.1), the goal of LS-SVR is to solve the
following problem:

min
1
2
∥ω∥

2+
C
2

(∑
i=1

l

e i
2)

s.t. y i=ω φ(x i)+b+e i , i=1,⋯, l
(2.9)

where [ ]1 2

T

le e e= Le . This problem can be solved by Lagrange multiplier method, so

the regression function is
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f (x )=∑
i=1

l

ai K (x , x i)+b (2.10)

where ia is Lagrange multiplier.

3. Multi-class Least Square Support Vector Regression

In this section, we propose a LS-SVR based multi-class classification method. Compare a
N classes classification problem with a regression problem, we can see that: in the classification
problem,  the  category  labels y i∈(1,2,⋯, N ) are  all  positive  integers;  in  the  regression
problem, the outputs y i∈R are real numbers; as a result, if we can make conversion between
regression outputs and category labels, the multi-class classification problem can be treated as a
regression problem, which is more easily to be solved. 

Given a N -class classification training sample set:
S 1={( x1, y1) ,⋯ ,(x l , yl)} , x i∈Rm , y i∈{1,2,⋯, N } ,           (3.1)

We  use  the LS-SVR  method  to  train  these  samples  and  get  Equation  (2.10)  as  the
classifier.  To classify an unknown sample, we apply it into Equation (2.10) and round ( )y x to
get the final classification result, that is:

    f (x )=round [∑
i=1

l

a i K (x , x i)+b] , (3.2)

where ( )round x is defined as follows:

    round ( x)=( p , p−0.5≤ x≤p+0.5
p−1, p−1.5≤ x≤p−0.5) , (3.3)

where p is positive integer and p≥2 .
With  this  function,  multi-class  classification  problem  can  be  directly  solved  by  the

regression method, which is simple and fast; the robustness of the method is greatly enhanced
with the introduction of ( )round x , and we can still classify correctly when there are noises in the
input data.

Essentially,  this  method has  omitted the intermediate  process of  the  classification and
sought the mapping relationship between the input samples and their class labels. This method
has greatly simplified the training process and accelerated the speed of operation by solving the
classification problem with the idea of regression.  Next, we should  verify the validity of this
method.

4. Experimental Results

In  order  to  test  the  proposed  method,  we  have  selected  three  datasets  from the  UCI
database:  Iris  dataset,  Wine dataset  and Image segmentation dataset.  The information of the
datasets is shown in  Table 1. To train the LS-SVR classifiers, we randomly selected 80% of
samples from each dataset  for training,  and the rest  for  testing; and we chose the RBF kernel

2 2( , ) exp( / 2 )K s= - -x y x y .  Let 30s = , 2000C = ,  then  we  calculated  the  decision  functions

(Equation (12)) respectively. The testing samples are used for verification of the method.
As a comparison, we solve these multi-class classification problems with the OAO method

at the same time,and the simulation results of classification accuracy rates are shown in Table 2.
It could be seen that Multi-class LS-SVR method performed better than the OAO method and
the classification accuracy rates were very high. 
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Number of instances Number of attributes Number of classes

Iris 150 4 3

Image
segmentation

2310 19 7

Wine 178 12 3

Table 1: Information of the Three Datasets

Iris Wine
Image

segmentation

MCLS-SVR 100% 93% 100%

OAO 97% 86% 98%

Table 2: Classification Accuracy Rates of the Two Methods

We then applied the method to the  face recognition and the fingerprint  recognition to
verify its  effectiveness.  Some of the face samples  were selected from the Olivetti  Research
Laboratory (ORL) database and others were created by us. Each image contains the face region
and the non-face region as well as change of expression and illumination, including  80 faces
images  from 20 persons  (4 images  each). The  fingerprint  samples  are  collected  by us too,
including 60 fingerprints from 30 persons (2 images of each).

For higher recognition rate, the samples need to be pretreated before feature extraction.
The pretreatment process in this paper is as follows:

● Gray processing for the original color images;
● Select  feature regions from the images,  shear on the gray images appropriately and

normalize them;
● Filter the normalized images;
● Edge detection on the images;
● Binary processing to the images.
Then  the  invariant  moment[13] is  used  for  the  image  feature  extraction  upon  these

pretreatment.
The step of face recognition by using Multi-class LS-SVR method is as follows:
Firstly, take three samples from each category to form the training samples, the rest as the

testing  samples;  then  train  the LS-SVR with  training  samples  to  get  the  decision  function
Equation (3.2); finally randomly select a sample from the testing sample set and introduce it into
the decision function and compare  the output  of  decision function with its  class label.  The
classification is successful if they are equal.

Following the step above,  we picked up  60 face images from 20 persons to form the

training set. We chose the RBF kernel
2 2( , ) exp( / 2 )K s= - -x y x y , let 64s = , changed parameter

C to see its influence on results, and the result is shown in Table 3. The process of fingerprint
recognition was basically the same with face recognition, 60 images were divided into training
set and testing set, each contained 30 images.  We let the parameter 40s = and the test result is
shown in Table 4.

Experimental results of face recognition and fingerprint recognition showed that the Multi-
class LS-SVR method also performed very well in practical application. We could notice that
the parameter C should be large enough to get higher classification rate.

C 10 100 1000 100000

Recognition rate 35% 65% 95% 100%

Table 3: Recognition Percentage of Faces Images
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C 10 100 1000

Recognition rate 56.67% 96.67% 100.00%

Table 4: Recognition Percentage of fingerprint Images

5. Conclusion

This paper presents a novel scheme for multi-class classification problem by using Multi-
class  Least  Square  Support  Vector  Regression, the  main idea  of  which is  to  convert  the
classification problem to the regression problem ,which is more easily to solve. The difference
between LS-SVM and LS-SVR lies in their output values: the integer for LS-SVM and the real
number for LS-SVR; thus we add a rounding operation to SVR so that its output values can
correspond to the class labels we need. Thus only one LS-SVR needs to be trained to solve the
MC classification problem.  The  Simulation  and  application  results  show that  the  proposed
MCLS-SVR performs well and has higher classification rate.
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