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We give a brief overview of our calculation of the next-to-next-to-leading order (NNLO) QCD
corrections to Z -+ jet production in hadronic collisions. Phenomenological results are presented
which comprise various differential distributions for 8§ TeV proton—proton collisions. A significant
reduction of the scale uncertainties is observed throughout as we move from NLO to NNLO. We
further discuss how this calculation can be used to describe the inclusive Z-boson production at
large transverse momentum. To this end, the theory prediction is compared to the measurements
performed by the ATLAS and CMS collaborations at a centre-of-mass energy of 8 TeV. Here, the
inclusion of NNLO QCD effects are found to result in a substantial improvement in the agreement
between theory and data for the normalised distributions.
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1. Introduction

The Drell-Yan-like production of charged lepton pairs, pp — Z/y* — £7¢~, is among the most
important so-called “standard candle” processes at the LHC, owing to its large production rate and
clean experimental signature. It provides the opportunity to test the Standard Model prediction over
a large kinematic range and delivers crucial constraints in the fit of parton distribution functions
(PDFs). Moreover, it represents a powerful tool for detector calibration and also constitutes an
important background to many searches for physics beyond the Standard Model.

The production of a Z boson in association with a hadronic jet still retains a large event rate
and also has the advantage of introducing a direct sensitivity to the strong coupling o and the
gluon PDF. As such, Z + jet production provides an ideal testing ground for our understanding of
both strong and electroweak interactions in a hadron-collider environment [1, 2].

On the theory side, a variety of corrections have been considered in order to improve the accu-
racy of the theoretical predictions for the Z+jet process. Both the NLO QCD [3] and EW [4] cor-
rections to this process have been known for some time. The NLO multi-jet merging procedure has
been recently extended to incorporate both NLO QCD and EW corrections into the MEPS@NLO
framework [5]. QCD corrections to Z+jet production at NNLO were computed in Refs. [6, 7] using
two independent methods and have subsequently been validated against each other.

2. Z-boson production in association with a hadronic jet

The calculation of the NNLO corrections to Z + jet production presented in Ref. [6] employs
the antenna-subtraction formalism [9], which redistributes infrared singularities among the contri-
butions of different parton multiplicities via the introduction of local subtraction terms. All the
basic building blocks of this subtraction method are known analytically for the configurations that
are relevant for hadron—hadron collisions. The results are implemented in a flexible parton-level
Monte Carlo program NNLOJET which allows the computation of cross sections and any (multi-)
differential distribution with arbitrary (infrared-safe) event-selection cuts at NNLO.

In Figs. 1 and 2, we present the numerical results for the leading-jet and Z-boson observables,
respectively. The top frames (a) of the plots display the absolute distributions for the different per-
turbative orders, while the the relative impact of the (N)NLO corrections are exposed in the bottom
panels (b) in terms of the ratio K = do™NLO (1) /do™NLO (1 = My). The theoretical uncertainties
shown as bands around the curves are estimated by varying the unphysical scales u = ur = Ur
by the factors [1/2,2] from the central scale choice u = My. For more results and details of the
numerical setup, we refer the reader to Refs. [6, 8].

The left plot in Fig. 1 shows the leading-jet transverse momentum distribution, where we
observe NLO corrections that are at the level of 30-70% with a residual scale uncertainty of 5—
10%. This uncertainty is significantly reduced as we move from NLO to NNLO and we further
observe a stabilisation of the perturbative series with NNLO corrections that amount to less than
an additional 5% correction. The rapidity distribution of the leading jet is shown in the right plot
of Fig. 1. The NLO and NNLO corrections are relatively flat in this distribution and amount to 35—
40% and ~ 1%, respectively. We again observe a considerable reduction of the scale uncertainty
as we move from NLO to NNLO.
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Figure 1: The transverse momentum (left) and rapidity (right) distribution of the leading jet in inclusive
Z + jet production in pp collisions with /s = 8 TeV. The absolute distributions at LO (blue), NLO (green),
and NNLO (red) are shown in the top panels. The bottom frames display the ratios of different perturbative
orders: NLO to LO (turquoise) and NNLO to NLO (mauve).

Figure 2 shows the transverse momentum (left) and rapidity (right) distribution of the Z boson.
An interesting structure around p% ~ 30 GeV is observed in the transverse momentum distribution.
This is the well-known Sudakov shoulder phenomenon [10], where the indirect constraint on the
leading-order process, p% > 30 GeV, is alleviated by real-radiation corrections at higher orders. At
larger transverse momenta, the NNLO corrections increase the prediction by approximately 1%.
The rapidity of the Z boson is shown in the right plot of Fig. 2. The NLO and NNLO corrections
are the largest in the forward/backward region where they can reach corrections of up to ~ 90%
and ~ 20%, respectively. In the central region, the NNLO corrections are very small with a reduced
scale dependence.

In the differential distributions, we observe that the corrections are not always uniform. This
implies that a rescaling of lower-order predictions is insufficient for precision applications.

3. Inclusive Z-boson production at high transverse momentum

A particularly interesting observable is the transverse momentum of the Z boson, which is
caused by partonic recoil and is thus determined by QCD dynamics. One of the main motivations
to study this observable, in particular multi-differentially, is its sensitivity to the gluon distribution
which is still poorly constrained at high x values. It is important to note that predictions which
are accurate to NNLO in QCD for the inclusive Z-boson production cross section are only NLO-
accurate in this observable due to the aforementioned partonic recoil. ATLAS and CMS both
observed a tension between their measurements and existing NLO QCD predictions, highlighting
the potential importance of higher order corrections to this process.
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Figure 2: The transverse momentum (left) and rapidity (right) distribution of the Z boson in inclusive Z + jet
production in pp collisions with y/s = 8 TeV. The absolute distributions at LO (blue), NLO (green), and
NNLO (red) are shown in the top panels. The bottom frames display the ratios of different perturbative
orders: NLO to LO (turquoise) and NNLO to NLO (mauve).

Building upon our calculation of the NNLO QCD corrections to Z + jet discussed in the pre-
vious section, we exploit our highly flexible NNLOJET numerical code to predict the Z-boson
transverse momentum distribution to NNLO accuracy. To this end, we now consider a setup that
is fully inclusive with respect to QCD radiation and instead impose a small transverse momentum
cut on the Z boson, enforcing the presence of a non-vanishing hadronic recoil.

The experimental measurement of the transverse momentum of the Z boson, p%, is presented
in the form of fiducial cross sections for a restricted kinematical range of the final state leptons. We
compare our NNLO calculation to data by considering the same event selection cuts as used in the
ATLAS [12] and CMS [13] analyses based on data collected in Run I of the LHC with /s = 8 TeV.
In order to reduce the systematic uncertainty on the measurement, in particular the luminosity
uncertainty of about 3%, the transverse momentum distribution is commonly normalised to the

inclusive production cross section,
1 do

— . 3.1
o dp% @-1)

We compute the NNLO corrections to the unnormalised p# distribution using our recent calculation
for Z + jet production by imposing a transverse momentum cut of 20 GeV

Z+jet Z+jet Z+jet
(dGLO doyio |, do\nio )

dp% dp% dp%

do

— o(a? 3.2
a7 +0(0y), (3.2)

p%>20 GeV

p%>20 GeV

while the normalisation in Eq. (3.1) is obtained from the Drell-Yan cross section

~ do
0= o dpZ dpf = ofo+ 0kLo + Ofinro + O(a5). (3.3)
T
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Figure 3: Left: The unnormalised Z-boson transverse momentum distribution for the 66 GeV < my <
116 GeV bin of the ATLAS measurement. The green/blue bands denote the NLO/NNLO prediction with
scale uncertainty. Right: The inclusive Drell-Yan cross section for different my, bins used in the ATLAS
analysis.

As discussed in Ref. [11], the inclusion of the NNLO QCD effects does not fully resolve the
tension with the data for the unnormalised p% distribution. This is illustrated in the left plot of
Fig. 3, where the fixed-order predictions are compared to the ATLAS data in the 66 GeV < myy <
116 GeV bin. In the bottom panel, we display the ratios with respect to the NLO prediction where
we can observe that the NNLO corrections increase the cross section by about 5%. The bands
on the theory curves represent the scale uncertainty as obtained through a variation of the renor-
malisation and factorisation scale by a factor in the range [1/2,2] from the central scale choice of

U= /m%e +( p%)2 and are greatly reduced by moving to NNLO from NLO. Despite the observed
shift of the theory prediction towards the data points, a systematic offset of about 5% remains in
the data—theory comparison which cannot be fully accounted for by the overall 2.8% luminosity
error that is not included in the data points shown in Fig. 3 (left). However, inspecting the Drell—
Yan fiducial cross section, i.e. the normalisation in Eq. (3.3), reveals a systematically larger value
for the measured cross section compared to the NNLO prediction. The difference, as shown in
the right-hand plot of Fig. 3, is comparable in size to the data—theory offset found in the unnor-
malised distributions. Indeed, considering normalised distributions according to Eq. (3.1) leads to
a substantial improvement in the agreement between theory and data as will be discussed below.

The three lowest mass bins in Fig. 3 (right) display a much larger scale uncertainty compared
to the higher mass bins as a consequence of the additional event selection cut, p% > 45 GeV, that
forbids the low-mass bins to be populated at LO for the Drell-Yan process. Therefore, our NNLO
prediction for the normalisation in Eq. (3.3) is effectively only NLO accurate in these bins, with
consequently larger scale dependence. We can improve the theory prediction to genuine NNLO-



Z+jet production at NNLO A. Huss

NNLOJET PP~ Z+=0jet (pf>20Gev) ATLAS V5=8TeV
NNPDF 3.0 NLO —— NNLO ——  Data —— o<lyf <24

1.3

9 12 GeV < m; < 20 GeV 46 GeV < my < 66 GeV 08
=z I I L N
[]
=
2
]
o
NE
o
T
~ 08
o 20 GeV <m; <30 GeV 66 GeV <m; <116 GeV 0.8
2 07, 1 1 1 1 1 '
‘\S 1-3 [ T T T
~ 12 F
1.1
1.0
0.9
0.8
30 GeV <mj <46 GeV 116 GeV <m; < 150 GeV Jos
07, 1 1 1 1 1 '
50 100 500 50 100 500

p? [GeV] p? [GeV]

Figure 4: The normalised double-differential transverse momentum distribution for the Z boson in windows
of invariant mass of the leptons, my, with a rapidity cut on the Z boson of [y?| < 2.4. The ATLAS data is
taken from [12]. The green bands denote the NLO prediction with scale uncertainty and the blue bands show
the NNLO prediction with scale uncertainty.

accuracy by using the Z -+ jet inclusive cross section at NNLO with p% > 45 GeV,

Z+jet Z+jet

* dG 7 Z+jet 4
(010" +0onLd + Oanio) ‘p%>45 Gey T O(0). (3.4)

ol = / — dpT = (0
‘ p§>45 GeV 45 GeV dp% LO

The result for the fiducial cross section obtained using Eq. (3.4) are shown as the turquoise curve
in Fig. 3 (right). The scale uncertainty is reduced by more than a factor of two compared to
the only NLO-accurate prediction and, moreover, we observe a shift of the central value towards
the measured cross section values. In the remainder of this section we will restrict ourselves to
the discussion of normalised distributions where we use the improved normalisation of Eq. (3.4)
for the three lowest-mass bins of the ATLAS measurement. For the respective comparison of
unnormalised distributions and further results we refer to Ref. [11], where also more details are
given.

In Fig. 4 we present the normalised double-differential distribution with respect to the trans-
verse momentum of the Z boson and the invariant mass of the lepton pair, my,, normalised to the
NLO prediction and compare it to the ATLAS data [12]. Tension between the NLO prediction and
the data is seen in the three higher mass bins where the data is significantly overshooting the theory
prediction. The NNLO corrections in these bins are not uniform and have a large positive correc-

tion at small p%. This is particularly apparent for the my, bin containing the Z-boson resonance.'

INote that the bin including the Z resonance given by the middle frame in the right column of Fig. 4 corresponds to
the normalised distribution of the associated unnormalised distribution shown in the left plot of Fig. 3.
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Figure 5: The normalised double-differential transverse momentum distribution for the Z boson in windows
of rapidity of the Z boson, yZ, with an invariant mass cut on final state leptons of 81 GeV < my, < 101 GeV.
The CMS data is taken from [13]. The green bands denote the NLO prediction with scale uncertainty and
the blue bands show the NNLO prediction.

The tension observed at NLO is completely resolved by the inclusion of the NNLO corrections and
we see very good agreement between data and theory.

Figure 5 shows the comparison of the CMS measurement [13] to our calculation for the nor-
malised double-differential distribution with respect to p% and the rapidiy of the Z boson (y*), as a
ratio to the NLO prediction. The tension between the theoretical prediction and the data is similar
to the ATLAS analysis [12], where the measured data points lie systematically above the predic-
tion. The NNLO corrections are relatively uniform in rapidity and transverse momentum in the
considered kinematic region and amount to about positive 5-10% corrections, with a decreased
residual theory uncertainty of 2-4%. Again, the inclusion of the NNLO corrections completely
removes the tension with the data and we obtain excellent agreement.

4. Conclusions

We have presented the NNLO QCD corrections to the Z + jet process and to the production
of Z-bosons at high transverse momentum. This calculation is performed using the parton-level
Monte Carlo generator NNLOJET which implements the antenna subtraction method for NNLO
calculations of hadron collider observables. We performed a comparison of the theory prediction
to the ATLAS [12] and CMS [13] studies of Z-boson transverse momentum distribution based on
the LHC Run I data. Although a residual tension between the NNLO QCD theory prediction and
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experiment remains for the unnormalised inclusive- p% distributions, this is considerably alleviated
when the distributions are normalised by the inclusive cross section.
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