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This paper describes an improved set-membership affine projection algorithm by
combing the median absolute deviation (MAD) technique and set-membership affine
projection (SMAP) algorithm. The quality of given data is usually closely related to the
robustness of employed algorithm, in particular, the time series outliers can affect the
convergence speed of employed approach. In this paper, the MAD method and SMAP
algorithm are applied to eliminate the outliers of given time sequence and data selective
adaptive filtering, respectively, and the convergence radius magnitude analysis and
spatial structure of generalized algorithm update process of proposed approach are
provided. Numerical simulation is given to illustrative the effectiveness of proposed
approach.
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1. Introduction

Set-membership filtering (SMF) is a Data-Selective adaptive filtering, which is attempting
to estimate the feasibility set [1-5]. Usually, an objective function with bounded error constraint
is applied in the SMAF such that updates belong to be a feasible solution. The main difference
between SMAF and SMF is that the latter takes into account bound associated to the time-
domain output error [2]. A method was presented for set-membership identification (SMI)
associated to parameter set by Kosut ef al. [6], and the uncertainty of parametric and
nonparametric were discussed. SM-AP algorithm is a new data selective adaptive filtering
algorithm, the computational complexity of which is mainly about the number of data reuses
[2,7,8]. Based on the least-trace extended set-membership filter (LTESMF), Huang Y ef al. [9]
proposed an improved approach for nonlinear stochastic systems, and the simulation results
indicated that the performance of proposed results was better than traditional Kalman filter.

This paper is organized as follows. Preliminaries and theoretical analysis such as median
absolute deviation, outlier impact for SMF and SMAP algorithm are given in Section 2, and
spatial illustration of the outlier impact for employed SMAP algorithm update is provided. The
numerical simulation is presented in Section 3 to illustrative the outlier impact for SMAP, and
the detailed comparison between SMAP and AP are proposed. We concluded this paper in
Section 4.

2.Preliminaries and Theoretical Analysis
2.1 Median Absolute Deviation

Real data usually contain many unreasonable, irrelevant, noisy one and missing value etc.
Data with bad quality can seriously affect the convergence speed of employed algorithm [10,
11].

Consider a data sequence (x1, x2,..., xy) and its median value x*, and in terms of Davies’s
work [13] which has shown that the median absolute deviation (MAD) from the median, is more
robust with good performance in the presence of multiple outliers. More precisely, the large
samples in normally distributed x; are approximately equal to the population standard deviation
[12,13]. Hampel is sensitive to the presence of outliers and remove the non-robust statistics
[14]. The following equation denotes the outlier value filtration principle of Hampel filter,
‘xl. —x*‘ >TS, §=1.4826median {‘xi —x*‘}i_l .

where factor 1.4826 is defined so that the expected value is equal to the standard
deviation. T is the threshold which is used to control range of convergence based on the defined
Euclid distance, and it can be estimated the sample standard deviation of the distribution via
given value in this paper.

2.2 Outliers Impact related to SMF

SMAP algorithm is a data selective adaptive filtering algorithm, which develops the idea
of set-membership normalized least mean squares (SMNLS) filter with constraint sets. Set-
membership filtering (SMF) is specified as follows [7], let Sk represent the set of all possible
input and desired time series pairs (xk,dx), and
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where ~ is the upper bound related to magnitude of the estimation error e, =d, — WTxk ,

there are maybe existed many w for a given properly bound <. g, is the center with respect to

estimation error in constraint set Hx which contains all the vectors w at time instant kK,

N(g,,7:) represents the neighborhood of gi via radius - The membership set @ is given by

o, =MNH, =N {‘weRN :(d,‘_ 7M~‘Txg_)e£\"(g,‘_,7,‘_)}

(2.2)

Essentially, (2.2) is not easy to be calculated, so adaptive approaches are needed [11,12].

According to the illustration with respect to ~, if the given time series contains unreasonable,

irrelevant and noisy one, in particular, there exists some relative large value in given time series,
because the formula (2.3)

T .. ra T v T .. ra ” (k)
|dk—w X, —wW, +n f}k|£|dk—v| 'kl*l” X, —woa| =y

— ¢/ new

2.3)
where 7o = 7 +wW,, (6 +5)- @ (3/4).® s the

inverse of the cumulative distribution function for the standard normal distribution, d1is a
constant which subject to max |3'ﬂ-‘,;c — f7k| =S+ 1= m*’i‘ffi@ﬁ N w =max
{w ER"}is the estimated value of the sample variance c. Then (1) can be denoted as,

o = M {u‘ = RY . (dk — w‘Txk ) e N(gy- ;/;k)‘.), ¥ = 1{13\)( {;/;f‘)‘ }}

o) U S =s -
24)
In other words, the convergence range is amplified by the influence of outliers of time
series, and the cumulative effects can reduce the convergence speed of set-membership filtering
when feasibility set ® is traversed up to time instant k if there are many outliers in given time
series. Similarly, (2.2) is denoted by
o= N H, = () {we R :(d —wx,) = Nige. 7}

2.5)

2.3 Outliers Impact related to SMAP Algorithm

The purpose of general SMAP algorithm is to update the current coefficient related to wi
at the kth iteration such that

i
Wi €@l = [ H,

i=k—p+1

(2.6)

where , denotes the intersection of the p last constraint sets, without loss of generality,
k

set
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Sk—i+1 = {M-‘ eR": (dk—f+1 - 1M"‘I’-x.k—i-v-l ) = *?\'T(gk—iﬂ’ y(k7i+1))’ ke A}

(2.7)
where Si.i+1 is the hyperplane which belongs to Hi.i+1.If let
(2.8)
Ay =W X 0 = Qin
In order to guarantee (2.5) can be established when
€=~ WX ., € N(O, w,(6+5)- @7 (3/4)),1’ =L..p
(2.9)

We assumed that there are some outliers in the given time series such that (8) can be
established [15]. Essentially, the generalized idea of (2.6) is more than (2.7), so the (2.6) is
utilized in this Section. The following optimization criterions associated to the performance of
SMAP is denoted by

- ; - T “N(e +®
w,, =arg 1?611{1”10 - wk" st (dk -X; “’m) eN(g,.7,. ). kel

(2.10)

where d =[d,,d_ 1,...,dk_p+1]TERP” is the desired output time series from the p time instants,

gk=[gk,gk_1,...,gk_pﬂ]T ER is the point set in ¢2% , x=[x,x 1"ERY" is the input time

k-1""’xk.p+1
series. The spatial structure in three dimensional spaces is given in Fig.1.
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Figure 1. Spatial illustration of SMAP algorithm update.

The unconstrained function is defined as (2.10) based on Lagrange multipliers [7],
(2.11)

2 T T
f(wk+1) = ||wk+1 - wk” + A ‘dk X Wi _gk‘
where A/ is a Lagrange multiplier ,(dk-x:f“'m-gk)EQ (0.max7%,). @is the sphere which

is centered at the coordinate origin with radius yew. If set the gradient of fiwi+) is equal to zero,
then

2.12)
W =W, + x4,
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Wi — W,

Evm| < —m| <w (6+8)D7 (3/4) = 0o b € R7V{O}

Combing the (2.9)-(2.13 into (2.14) and (2.15), we have, @19
XX =X (W) 2 (g ) <5
(2.14)
& =d; 7"{“”&—1 8k = Vnewr € = [ek,ekfl_,...,ekfpilj e RF!
(2.15)

The intersection of feasible region of (2.14) and (2.15) is approximately equal to latter
if |x,| =1, then we obtain,
(2.16)

-1
A= (ek _gk)(xlka)
Then, the following formula can be obtained by combing (2.12) with (2.16),
2.17)

-1
wk +xk (ek _gk)(xlzxk) > lf‘| ek| > }/new

w, ,otherwise

wk+1 =

Remark 1. If value of xi is less than one, or even in a small neighbor of origin, (2.16)
cannot be established because their convergence points of convergence range are not equal to
each other such that the intersection of feasible region of (2.14) and (2.15) are not same.
Otherwise, the feasible region of (2.14) can be expanded if the value of xi is relative large,
moreover, if there are many outliers with large value in the feasible region of (2.14), then the
intersection of feasible region of (2.14) and (2.15) become more smaller than before such that
convergence speed of employed algorithm is slow.

3. Experimental Results

In this Section, the simulation results are given to verify the effectiveness of the proposed
results. The update type is employed by the choice 2 of [7] for the SMAP algorithm which is
used to identify a system with order N-1=254. The median Hampel filter based on filter window
(half windows size was set to 3) is applied to handle the irrelevant, unreasonable and outliers
data of the input samples, and the state trajectories of original and filtered data are shown in
Fig.2.



A Robust Set-membership Affine Projection Algorithm Junfeng Cui

State trajectory of vriginal fitered data

140
f \\ﬂuf B
E i V)
. Ak : N
) AN
0 5 1 150 [ 21 o
1 e taectony ol desired dat
" A —Desied fat
W, W
BT \/\VA \ »/\ N \ / \/\/\ f \/\/\/\ A
z \/ A (\/ Vv \/ \ ) /
:i: Bl A \/\/\/ \/ V\/
T \/\ V/
200 \/\ /

Figure 2: State trajectories of utilized data.

The signal-to-noise ratio (SNR) of SMAP and AP are set to 120dB and 230dB,

respectively. The bound ynew is, | 50/3 _ [ 5% ( 0. 2)2 where o is the variance of the noise, and

it indicates the noise power. The number of iterations and realizations within the ensemble are
chosen to 2000 and 255, respectively. The learning curves related to Mean squared error (MSE)
for SMAP with data reuse factor L=10, 20, 30, 60 and 150 constraint set are shown in Fig. 3.
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Figure 3: Learning curves for MSE (SMAP)
Moreover, the detailed comparisons between AP and SMAP before and after data filter are

given in Tables 1 and 2, respectively.

AP L=10 L=20 L=30 L=60 L=150
OR (ET) 107.74 252.71 329.71 834.20 5959.34
IM (ET) 93.17 209.26 311.03 799.87 5034.06

Table 1: Simulation results related to AP
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SMAP L=10 L=20 L=30 L=60 L=150
ANUL 1949.67 1949.66 1943.35 1916.71 1854.96

OR ANULL 97.48 97.48 97.16 95.83 92.74
ET 42.44 81.66 129.92 286.70 1367.24
ANUL 1934.64 1930.25 1940.72 1915.27 1849.38

M ANULL 96.73 96.51 97.03 95.76 92.46
ET 39.94 81.54 123.93 281.41 1321.27

Table 2: Simulation results related to Fig.4

OR: Original algorithm; IM: Improved algorithm; ANUP: Average number of updates
performed by SMAP Algorithm; ANUPP: Percent of ANUP in a total of 2000 iterations; ET:
Elapsed time in seconds.

4.Conclusion

This paper addressed an improved SMAP algorithm by utilizing the MAD method and
SMAP algorithm. Firstly, we introduce the MAD technique which is used to eliminate the
unreasonable, irrelevant and noisy data such that the given data become relative smooth.
Secondly, we give the theoretical analysis for the outlier impact for SMF such as convergence
speed and range. Thirdly, we discuss the outlier impact for SM-AP algorithm, and provide the
spatial illustration of SMAP algorithm update. Finally, we give an illustrative example through
numerical simulation which is used to verify the effectiveness of proposed method.
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