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1. Introduction

The ATLAS and CMS experiments are performing precise measurements of a broad range
of Standard Model processes, up to high multiplicities of final state objects. These data contain
important information on the basic parameters of particle physics. Precision measurements of low-
multiplicity benchmark observables can be used to search for indirect evidence of new physics, and
high-multiplicity final states are backgrounds in direct searches for new unstable particles. A close
interplay between theory and experiment is required to interpret and analyse these data in order to
ensure their optimal physics exploitation.

The theoretical description of LHC observables relies on two different approaches: perturba-
tive calculations and parton showers. Perturbative calculations are based on an expansion of the
relevant scattering matrix elements in powers of the coupling constant, at leading order (LO), next-
to-leading order (NLO) and so on. They correctly describe hard radiation patterns, do however
fail to account for full event characteristics like jet substructures or particle multiplicities, which
are determined by soft dynamics. Resummation of large logarithmic corrections helps to extend
the scope of perturbative calculations. The perturbative approach has a well-determined theoreti-
cal accuracy, which can be further improved by computing higher order corrections. The leading
logarithmic behaviour of QCD reactions forms the basis of the parton shower approach, which is
at the basis of all Monte Carlo programs that allow for the simulation of full event characteristics,
including empirical models for hadronization. In recent years, more and more elements of the
perturbative description have been incorporated into the Monte Carlo programs, increasing their
quantitative accuracy and reliability.

2. Multi-particle final states

A reliable description of multi-particle final states is crucial for searches of beyond Standard
Model effects and for the study of standard model processes involving heavy instable particles. To
obtain a quantitative description of rates and shapes of distributions, and to account properly for
hard radiation and jet algorithm dependence, NLO accuracy appears to be mandatory. Enormous
progress (NLO revolution) has been made in the past years in the automation of NLO corrections to
processes of arbitrary multiplicity, largely enabled by advances in techniques for the computation of
loop amplitudes as well as by a standardisation of interfaces between different contributions (Born
level, real corrections, virtual corrections, subtraction terms) through the Binoth Les Houches ac-
cord (BLHA, [1]). Several codes are now available for the automated computation of one-loop am-
plitudes: BlackHat [2], GoSam [3], OpenLoops [4], NJet [5], MadLoop [6], CutTools [7]. Through
the BLHA interface, they can be readily combined with standard Monte Carlo simulation programs
(HERWIG [8], SHERPA [9], MadGraph/aMC@NLO [10]) that also supply the full infrastructure
(phase space, amplitudes and subtraction terms, analysis routines) for the prediction of physical
observables and allow a matching of the predictions onto parton shower models. These imple-
mentations complement the dedicated libraries of NLO processes MCFM [11] and VBFNLO [12].
This technical process has led to an impressive list of newly available high-multiplicity NLO cal-
culations, including multi-jet production [13], gauge boson production with up to five jets [14],
gauge boson pairs with up to two jets [15, 16], triple gauge boson production [17], Higgs boson
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Figure 1: Matched NLO predictions for W+multijet production, including electroweak corrections. Figure
from [26].

production with up to three jets [18, 19] and many more, all with broad implications for precision
phenomenology. All these processes are computationally expensive, and new ideas are needed to
facilitate the incorporation of the results into the experimental analysis. The distribution of NLO
event-ntuples [20] on which experimental analyses can be carried out emerges as a very promising
format.

NLO calculations for a specific final state multiplicity can be routinely combined with parton
showers using the MC@NLO [21] or POWHEG [22] methods. To obtain fully NLO-accurate event
samples, one needs to merge NLO calculations of different multiplicities with each other. Three
methods have been developed for this aim: MENLOPS [23], MiNLO [24] and UNLOPS [25] and
are now starting to be used routinely in precision calculations of multi-particle final states. A major
extension of automated NLO calculations is the inclusion of electroweak corrections, which was
accomplished recently in OpenLoops [26] and MadGraph/aMC@NLO [27]. Figure 1 shows the
matched prediction for W+multijet production [26], including NLO QCD and electroweak effects.

The parton shower resums all leading logarithmic (LL) corrections from infrared emissions,
and correctly describes many subleading logarithmic effects. To go beyond this level, dedicated
resummations of specific logarithms (e.g. threshold, transverse momentum, jet size) are performed
for specific observables. In the recent past, generic frameworks were developed for N3LL resum-
mation of threshold logarithms [28] and for NNLL resummation of transverse momentum [29],
with first steps [30] towards N3LL accuracy for this type of logarithms. The resummation of jet
size logarithms has been developed [31] and finds applications especially in the optimization of jet
veto techniques in Higgs production [32], see Figure 2.

A systematic framework for logarithmic resummations is provided by soft-collinear effective
theory (SCET). In this framework, an effective theory for jet processes [33] and a generic NNLL
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Figure 2: Jet veto efficiency in fixed order and including resummation. Figure from [32].

endpoint resummation for event shapes [34] were developed. The N-jettiness event shape vari-
able [36] was used to develop a new jet algorithm Xcone [35] and to study multi-scale hierarchies
between jets [37]. A perturbative expansion of the SCET ingredients (soft functions [38] and beam
functions [39]) allows to systematically improve the logarithmic accuracy of SCET resummation.
With the combined advances in NLO calculations, their incorporation into widely used par-
ton shower event generator programs, and with progress in analytical resummation techniques,
elementary particle theory enables quantitatively reliable predictions for a large spectrum of LHC
observables, thereby preparing the optimal exploitation of LHC data from the current run.

3. Benchmark observables

The relative accuracy or the order of ten per cent that can be achieved with NLO calculations is
sufficient to match the experimental precision for most multi-particle production processes. Several
basic low-multiplicity processes are however measured to a much higher precision, and can be
used for the determination of fundamental parameters. To interpret these benchmark observables,
corrections beyond NLO become mandatory. Substantial advances in computational methods for
next-to-next-to-leading order (NNLO) calculations have enabled new results for a broad spectrum
of processes during the past two years.

The calculation of NNLO corrections to an n-particle process requires three types of contribu-
tions: two-loop virtual corrections to the n-particle amplitude, one-loop virtual corrections to the
(n+ 1)-particle amplitude and the tree-level (n+ 2)-particle amplitude. Two-loop virtual ampli-
tudes are available for almost all (2 — 2) processes of phenomenological interest, and one-loop and
tree-level contributions appear already as part of higher-multiplicity NLO calculations, where they
can be generated with automated tools. All three types of contributions are separately infrared di-
vergent, only their sum is finite. The extraction of the infrared divergencies from the real radiation
processes at tree level and one loop has been a major challenge, that was overcome only recently
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Figure 3: Inclusive cross section for W+ W~ production at NNLO. Figure from [50].

with the development of several new methods. Complementing and extending the scope of the
previously available methods of sector decomposition [40] and g7-subtraction [41], the methods of
sector-improved residue subtraction [42], antenna subtraction [43], N-jetiness subtraction [44] and
projection-to-born [45] have enabled a substantial number of new NNLO calculations of (2 — 2)
processes at hadron colliders. All these calculations retain fully exclusive information on the final
states, such that experimental data selections for fiducial cross sections can be realised, enabling a
direct comparison to experimental data.

The gr-subtraction method [41] uses the transverse momentum of the final state to separate
off the infrared singular real radiation contributions. It can be applied to arbitrary colour-neutral
final states, and enabled in the recent past in the calculation of NNLO corrections to vector boson
pair production processes: Vy [46], ZZ [47, 48, 49], WW [50, 51, 52], WZ [53]. These processes
provide in-depth tests of the coupling structure of the Standard Model and yield final state sig-
natures that are relevant in many BSM searches. The inclusion of NNLO corrections to the total
WW cross section [50] and to related fiducial cross sections [51] largely explained an excess ob-
served the LHC collaborations in Run 1, which had initially given rise to speculations of anomalous
contributions or new physics effects, see Figure 3.

Top quark pair production is measured to a few per cent accuracy at the LHC, with more and
more differential distributions becoming available. These data are now becoming input to various
precision studies of the top quark mass, parton distributions and the strong coupling constant.
NNLO corrections to the total cross section [54], to the forward-backward asymmetry [55] and to
differential distributions [56] are computed, providing important input to these precision studies,
see Figure 4. The large corrections to the forward-backward asymmetry [55] explained moreover
an anomaly observed by the Fermilab Tevatron experiments.

QCD corrections to Higgs production in the vector boson fusion process can be related to
corrections in deep inelastic scattering, which displays a closely related kinematics. Based on this
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Figure 4: Transverse momentum distribution of top quarks to NNLO QCD. Figure from [56].
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Figure 5: Leading and subleading jet distributions in vector boson fusion to NNLO QCD. Figure from [45].

relation, the NNLO [57] and most recently also N3LO corrections [58] to the inclusive vector
boson fusion cross section could be derived, and were found to be rather small. A more differential
treatment of this process, which was accomplished to NNLO in [45] reveals however that the
kinematical distributions of the tagging jets are substantially modified through the higher order
effects, see Figure 5, in a manner that is different from original parton shower expectations.

Three different calculations, each using a different method, of the NNLO corrections to Higgs-
plus-one-jet productions have become available [59, 60, 61, 62], indicating sizable corrections and
stabilising the theoretical prediction. They include the decays to photon pairs [61, 62] and to four
lepton final states [61], which allow for a direct comparison with the experimentally measured fidu-
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Figure 6: NNLO predictions for transverse momentum distribution of the Z boson: absolute distribution
(left) and normalized to total fiducial cross section (right). Figure from [66].

cial cross sections. With increasing luminosity, the Higgs boson transverse momentum distribution
and Higgs-plus-one-jet cross sections will become precision observables, and the new calculations
will allow a detailed investigation of Higgs properties and production dynamics.

Vector-boson-plus-jet production is routinely measured to high precision at the LHC, and can
provide crucial input to global determinations of parton distributions. NNLO corrections to W +
j[63] and Z + j [64, 65, 66] were computed most recently. A comparison of the Z boson transverse
momentum distribution with data from ATLAS and CMS reveals that the shape of the data is
described in an excellent way at NNLO, while a deviation in normalisation is observed, by the
same amount as seen in the fiducial cross section for inclusive Z production [66]. These findings
call for a careful reinvestigation of the parametric ingredients that enter in the experimental analysis
and the theoretical prediction, and demonstrate the physics potential of precision studies.

Inclusive jet production is the most basic QCD process; it is measured over a large kinematical
range at the LHC, and precision data at lower energies are available for hadron-hadron collisions
from the Tevatron and for lepton-hadron collisions from HERA. These data could become impor-
tant ingredients to global determination of parton distributions, where they constrain especially
the gluon distribution in the proton. A consistent treatment of these data in the context of NNLO
parton distribution fits requires the NNLO corrections to inclusive jet and dijet production. For
deep inelastic processes, these were computed most recently [67], Figure 7, and the calculation for
hadron colliders is ongoing [68].

To turn the substantial number of recently accomplished NNLO calculations for hadron col-
lider observables into tools for precision phenomenology, further developments are needed. At
present, the typical NNLO codes require large supercomputer infrastructures to run upon, with
typical runtimes of around 100’000 CPU-hours for a single set of parameter settings. To use these
results in parameter determinations, a portable and fast parametrisation of the results, such as those
provided at NLO by ApplGrid [69] or fastNLO [70] needs to be obtained.

To obtain NNLO-accurate predictions with full event information, it would be very much
desirable to combine the fixed-order NNLO calculations with parton shower approaches. Based on
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the NLO merging of different multiplicities, two methods have been developed: UN2LOPS [71]
and NNLOPS [72]. They were applied to Higgs production [72, 73], Figure 8, and vector boson
production [71, 74], as well as to VH production [75].

4. Multi-loop amplitudes and their applications

Multi-loop amplitudes are a key ingredient to precision calculations of collider observables.
Their calculation poses two fundamental challenges: the expression of the amplitude in terms
of a small set of fundamental master integrals, and the evaluation of these master integrals. The
former task can be accomplished with various reduction techniques (integration-by-parts, integrand
reduction, unitarity methods), which are however not all fully developed beyond one loop, and
which are getting increasingly complex in their application at higher orders and multiplicities.

The availability of all one-loop master integrals for arbitrary mass and momentum configura-
tions was a major driver of the NLO revolution discussed above. Beyond one loop, master integrals
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are known only for specific processes, thereby limiting further progress on the calculation of cor-
rections at NNLO and beyond. At present, two-loop corrections are limited to (2 — 2) amplitudes
(with very recent advances towards integrals for (2 — 3) processes [76, 77, 78]), three-loop results
are known for (2 — 1) amplitudes (form factors) and related single-scale quantities (coefficient
functions, e.g. recently for heavy quark production in deep inelastic scattering [79]), while vacuum
integrals and two-point functions are known to four loops, thereby enabling the calculation of total
cross sections [80], B-functions [81] or magnetic moments [82].

Gluon fusion is the most important production mode for the Higgs boson at the LHC. This
process receives very large corrections at NLO and NNLO. To obtain a reliable theoretical descrip-
tion of it, and to enable Higgs precision physics in the gluon fusion mode, consequently requires
third order corrections. Owing to several technical advances in multi-loop calculations, this large-
scale project could be accomplished most recently [83], resulting in a small N3LO QCD correction.
Combined with other types of corrections (quark mass effects, electroweak), a theoretical predic-
tion of Higgs production in gluon fusion [84] that is accurate to (+4.5%, —6.7%) can be obtained,
thereby opening the path for precision studies of Higgs production in the upcoming LHC run.

5. Outlook

Precision calculations in QCD are crucial to ensure the optimal exploitation of LHC data in
terms of Standard Model precision measurements and new physics searches.

During the past years, technological breakthroughs have enabled the calculation of NLO cor-
rections to processes of arbitrary multiplicity and complexity. This NLO revolution has been en-
abled by a high degree of automation, and by a standardisation of interfaces between different
contributions. NLO calculations are now routinely matched onto parton showers, and schemes
for the combination of NLO results for processes of different multiplicity are emerging, thereby
enabling NLO-accurate event samples for experimental analyses.

Very substantial process is being made on NNLO calculations for benchmark observables,
with many new results appearing now. These calculations are currently being performed on a case-
by-case basis. First steps are now being taken to match fixed-order NNLO calculations onto parton
showers, and to combine them with analytical resummation techniques. Future developments in
NNLO automation will have to address multiple challenges, especially in the calculation of two-
loop integrals and amplitudes.

To obtain numerical predictions at NLO and NNLO, substantial computational resources are
required. In order to enable the inclusion of these calculations in experimental studies, such as
parameter extractions or parton distribution fits, more efficient forms for the distribution of the
results (e.g. in the form of event files or coefficient functions) will have to be developed further,
thereby requiring agreements on data structures and interfaces.

Very precisely measured inclusive cross sections demand predictions that are accurate even
beyond NNLO. The recent calculation of the third-order corrections to inclusive Higgs production
in gluon fusion proceeded alongside with important technical developments, which will enable
future calculations at the same order for other precision observables.
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