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1. Introduction

Quantum Chromodynamics (QCD) predicts the decorrelation in the azimuthlal between
the two leading irijets,Agodijet = W]etl— q]etZ\’ as a function of the number of jets produced.
The two parton interaction at leading-order (LO) produces two final-g@t®ns which are fully
correlated in space and are produced in a back-to-back topologptsEwéh only two jets have
small azimuthal decorrelations ampdijet ~ 7I. As the number of jets increase in an event larger
decorrelations, i.e. deviations from are observed. In this sense dijet azimuthal decorrelations is a
useful tool to study QCD radiation effects over a wide range of jet multiplicitigsout the need to
measure all the additional jets. Studies of the dijet azimuthal decorrelatenmsportant because
they provide an insight to the multi-partonic final states, which are still chafigrig respect to
the theoretical description by perturbative QCD (pQCD).
In these proceedings a measurem@nt [1] of the dijet differential censi®s as a function of
the dijet azimuthal angular separatimpdijet, normalised by the dijet cross section integrated over
the entireAgyjjet Phase space,
1 dogijet
Idijet Wijet
is presented. The measurement is performed for seven regions ofdhglgpr , pr M, within
a rapidity region ofy| < 2.5. This observable, by normalising thmdijetdistributions, minimises
many experimental and theoretical uncertainties. For the first time, azimuipallea separations
A‘Pdijet over the full phase space from O toare covered. The measurement is compared to fixed-
order predictions up to NLO for 3-jet production, and to NLO and LO digetvall as to tree-level
multijet production Monte Carlo event generators that include parton ssptadronization, and
multiparton interactions.
The measurement is performed using data collected during 2012 with the BMRderi-
ment at the CERN LHC, corresponding to an integrated luminosity of 19.7dbproton-proton
collisions at,/s= 8 TeV.

(1.1)

2. Jet Reconstruction and Energy Calibrationsat CM'S

CMS has developed the particle-flow (PF) event algorithm [3] whichristracts and iden-
tifies each individual particle with an optimized combination of information fromvidugous el-
ements of the CMS detector. Jets are reconstructed by clustering thetRlegandidates with
the collinear- and infrared- safe aitj- jet algorithm [4] with a size parameter of R=0.7 for this
analysis.

Jet momentum is determined as the vectorial sum of all particle momenta in the jéieéme
corrections) is found from simulation to be within 5% to 10% of the true momentuen e
whole pr spectrum and detector acceptance. The jet energy corrections[GIfiTare calculated
using a detailed Monte Carlo (MC) simulation of the detector, and are thenedljies data using
a combination of several channels and data-driven methods. The J€€ssively correct for
the offset energy coming from multiple proton-proton collisions in the sameadjatent beam
crossings (pileup), the detector response to hadrons, and resiffielates between data and MC
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simulation as a function of the jet pseudorapidityand transverse momentups . Corrections
depending on jet flavor (for quarks: u and d, s, ¢ and b; and fomglyavhich are important for
QCD studies are also applied. For a jet withyaof 100 GeV, the typical correction is about 10%,
and decreases with increasipg. The consecutive steps of the JEC are illustrated in[Fig. 1.

MC Calibrated
Jets

Applied to simulation ——

Figure 1: Consecutive stages of JEC, for data and MC simulation. Aftextions marked with MC are
derived from simulation studies, RC stands for random cané, MJB refers to the analysis of multijet
events.

Figure[ summarizes the JEC systematic uncertainties as a functionpafget for central
jets. In the important parts of the phase space JEC uncertainties are oflénebl1%, allowing
thus CMS to perform precision physics with jets.
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Figure 2. Summary of JES systematic uncertainties as a function objéor || = 0. The markers
show the single effect of different sources, the gray darkdiie cumulative total uncertainty. The total
uncertainty, when excluding the effects of time dependamckflavor, is also shown in the yellow band.

3. Measurements of dijet azimuthal decorrelation

Figure[B on the left shows the normalized dijet cross section differentiadie; for seven
pr M@Xregions, scaled by multiplicative factors for presentation purposesaai(ﬁ]fet distributions
are strongly peaked atand become steeper with increasimg"2X.
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The results are compared to fixed-order predictions of perturbatiie Wtich are performed
using the NLO&T++ program version 4.1.8|[f], 8] within the framework of #esTNLO package
version 2.3.1[[9]. The differential cross section is calculated for 3rfEdyction at NLO, with three
or four partons in the final state. This calculation has LO precision in tHenmey'2 < Agyjjer <
2m/3 and NLO precision for #/3 < A‘Pdijet < 1. In Fig.[3 on the left the predictions from LO
(dashed linerr/2 < Agyjjer < 271/3) and NLO (solid line; 2r/3 < Agyjje < 1) calculations using
the CT10 [1P] NLO PDF set are overlaid to the data points. Around thetHems, as hatched
regions, it is shown the PDHgs, and scale uncertainties added in quadrature to give the total
theoretical uncertainty.

Figure[B on the right shows the ratios of the normalized dijet cross sectifaredifial in
A‘Pdijetto LO (triangles) and NLO (squares) pQCD predictions using the CT10 RD® set for
all prM®Xregions. The error bars on the data points represent the total exptaimecertainty,
while the uncertainties of the theoretical predictions are shown separatdRDiF & asand for
scales. The theoretical predictions using other PDF sets relative to C&l&lsar shown with
different line styles.
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Figure3: Onthe left, the normalized dijet cross section differdr'mtiaﬁqodijet for sevenpr M@Xregions over-
laid with predictions from LO (dashed ling;/2 < A‘Pdijet < 2m/3) and NLO (solid line; 2r/3 < A‘Pdijet <

m) calculations using the CT10 NLO PDF set. On the right, thi®sao LO (triangles) and NLO (squares)
pQCD predictions using the CT10 PDF set at next-to-leadvofugion order for allpr M®Xregions.

A nice agreement between the fixed-order calculations and the data sebéer Agyjjet >
571/6, except for the highespr M@Xregion where the predictions exceed data. In the region
211/3 < Agyijet < 571/6 systematic discrepancies are observed which diminish with increasing
prMaX. For Aggijet < 27/3 a similar pattern is observed but with less significance due to the
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larger scale uncertainties. Similar observations were made in previous[CNI&rd ATLAS [1P]
measurements.

The results are also compared to simulations using various Monte Carlogarerators that
include parton showers, hadronization, and multiparton interactions.efdgom the left shows the
normalized dijet cross section differentialtijet for sevenpr MaXregions, overlaid with predic-
tions from theryTHIAG6 [L3], HERWIG++ [[L4], PYTHIA8 @3], MADGRAPH [[Lf] + PYTHIAG, and
POWHEG [[L7, [18,[IP] +PYTHIA8 event generators. The ratios of the event generators predictions
to data are shown in the same figure on the right. The solid band indicates thexfmtamen-
tal uncertainty and the error bars on the MC points represent the statisticattainties of the
simulated data.
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Figure 4: On the left the normalized dijet cross section differenilrian(pdijetfor sevenpr MXregions.
Overlaid on the data are predictions from #THIA6 , HERWIG++, PYTHIA8 , MADGRAPH+ PYTHIAG,
andPOWHEG+ PYTHIA8 event generators. On the right the ratios of the event garsrpredictions to data.

The LO dijet event generatory THIAG , PYTHIA8 , andHERWIG++ overshoot the data partic-
ularly arounqu)dijet = 511/6. Out of these three generat@rgTHIA8 exhibits the smallest devi-
ations from the measurements. The tree-level multiparton event genered@RAPH interfaced
with PYTHIAG provides the best description of the measurement. FinallyptdweHEGgenerator
matched teeYTHIA8 employed only in the dijet NLO mode shows deviations from the data similar
to the LO dijet event generators.

4. Conclusions

Measurements of the normalized dijet cross section differential in the azihautalar sep-
arationA(pdijetfor seven regions in the leading-jet transverse momentyM@X, are presented.
The measurements are performed using data collected during 2012 with thexidriment at the



Measurements of dijet azimuthal decorrelation at 8 TeV from CMS Panagiotis KOKKAS

CERN LHC, corresponding to an integrated luminosity of 19.7-fof proton-proton collisions at
\/s=8TeV.

The comparison of data to fixed-order NLO calculations in perturbativ® @€ 3-jet pro-
duction with up to four outgoing partons shows an overall agreement, gltheame systematic
discrepancies are exhibited.

The results are also compared to simulations using various Monte Carlogaresrators that
include parton showers, hadronization, and multiparton interactions. ddke generators ex-
hibit deviations from the measurements. The best description of the messnires given by the
tree-level multiparton event generat@aDGRAPH interfaced withPYTHIA6. The observations
emphasize the need to improve predictions for multijet production.
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