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Measurements of double-differential inclusive jet cross sections as a function of jet transverse momentum $p_T$ and absolute jet rapidity $|y|$ are presented for different collision energies. The analysis are based on proton-proton collisions collected by the CMS experiment. Jets are defined through the anti-$k_T$ clustering algorithm for different cone sizes. It is observed that predictions of perturbative quantum chromodynamics at next-to-leading order precision, complemented with nonperturbative corrections, are able to reproduce the measured data for the considered energies with a very good level of agreement. Parton-shower contributions are crucial for the description of jets, reconstructed with smaller cone sizes.
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1. Introduction

The inclusive cross section for jets produced with high transverse momenta in proton-proton collisions is described by quantum chromodynamics (QCD) in terms of parton-parton scattering. The partonic cross section $\sigma_{\text{jet}}$ is convolved with the parton distribution functions (PDFs) of the proton and is computed in perturbative QCD (pQCD) as an expansion in powers of the strong coupling constant, $\alpha_S$. A measurement of the jet cross section as a function of the rapidity $y$ and the transverse momentum $p_T$ of the jet is a sensitive probe for the calculation of the hard partonic cross section as well as for the parton densities. Jet cross sections at the parton level are not well defined unless one uses a jet algorithm that is safe from collinear and infrared divergences, i.e., an algorithm that produces a cluster result that does not change in the presence of soft gluon emissions or collinear splittings of partons. Analyses conducted with LHC data at the CMS experiment [1] generally employ the anti-$k_T$ jet algorithm [2] with different jet size parameters $R$ ranging between 0.4 and 0.7. Jets of different sizes are differently affected by the impact of perturbative radiation and of the nonperturbative (NP) effects of hadronization and the underlying event.

In this note, results of inclusive jet measurements at centre-of-mass energies $\sqrt{s} = 2.76$ [3], 7 [4], 8 [5], and 13 [6] TeV are presented. The phase space in rapidity is subdivided into six bins from $y = 0$ to $|y| = 3$ with $|\Delta y| = 0.5$. For the measurement at 13 TeV, one bin from $|y| = 3.2$ to 4.7 is also added and is normally referred to as "forward rapidity region". In the analysis performed at 7 TeV, the ratio between the cross sections measured for jets reconstructed with $R = 0.5$ and 0.7, $R(0.5,0.7)$ is also shown.

2. Jet measurements at different energies

The data samples used for the measurements were collected with single-jet HLT triggers, where in each event at least one jet is required to exceed a minimal $p_T$. Triggers are then combined in independent regions of the phase space according to the exclusive division method [7]. In each region, the firing triggers are chosen to have an efficiency bigger than 99% to detect a jet in the full rapidity coverage of the CMS experiment. Jets are reconstructed by clustering the particle-flow [9] candidates with the collinear- and infrared-safe anti-$k_T$ jet algorithm, as implemented in the FASTJET package [8]. Different jet sizes $R$ are used in the measurements: larger values, e.g. $R = 0.7$, favourably compare to fixed-order predictions. Smaller values of $R$ emphasize different aspects of perturbative and NP QCD and permits complementary tests to be performed.

The double-differential inclusive jet cross section is defined as:

$$\frac{d^2\sigma}{dp_T dy} = \frac{1}{\varepsilon L_{\text{int}}} \frac{N_{\text{jets}}}{\Delta p_T \cdot \Delta y},$$

(2.1)

where $N_{\text{jets}}$ is the number of jets in the bin, $L_{\text{int}}$ is the integrated luminosity of the data sample from which the events are taken, $\varepsilon$ is the product of the trigger and event selection efficiencies, and $\Delta p_T$ and $\Delta y$ are the transverse momentum and rapidity bin widths, respectively. The widths of the $p_T$ bins are proportional to the $p_T$ resolution and thus increase with $p_T$.

The double-differential inclusive jet cross section is corrected for the detector resolution and unfolded to the stable particle level. In this way, a direct comparison of this measurement to results
from other experiments and to QCD predictions is possible. Particles are considered stable if their mean path length $\tau$ is greater than 10 mm.

The unfolding procedure used for the correction is based on the iterative d’Agostini method [10], as implemented in the RooUnfold software package [11], using a response matrix that maps the predicted distribution onto the measured one. The response matrix is derived from a simulation, which uses the theoretically predicted spectrum as input and introduces smearing effects by taking into account the jet $p_T$ resolution. The predicted spectrum is evaluated from fixed-order calculations at next-to-leading order (NLO).

The dominant contribution to experimental systematic uncertainty on the measured cross sections is due to scale corrections, determined as discussed in [12]. Other systematic effects which contribute to the inclusive jet cross section measurements are the inaccuracy of the determination of the integrated luminosity, the model dependence and the uncertainty on the jet energy resolution.

Comparisons to different sets of predictions are considered:

- Fixed-order NLO calculations obtained with the NLOJet++ [13, 14] program within the framework of the FASTNLOv2.3.1 package [15], using several parton distribution functions (PDF). This NLO parton level calculation is supplemented with corrections due to NP effects, i.e. hadronization and multiparton interactions (MPI) and electroweak contributions. The former corrections range between 1.4 and 1 depending on rapidity region, jet $p_T$ and cone size. The latter ones are negligible for $p_T < 1$ TeV and increase up to 15% for higher $p_T$.

- NLO dijet matrix element calculations obtained with the POWHEG [16] event generator, interfaced to the parton shower and underlying event simulation provided by the PYTHIA event generator with the most recent tunes [17].

- LO dijet matrix element calculations, obtained with the PYTHIA 6 [18], PYTHIA 8 [19] and HERWIG++ [20].

In Figure 1, the inclusive jet cross sections are shown in different rapidity regions as a function of $p_T$ for $R = 0.5$ and 0.7 compared to predictions of NLOJet++ based on the CT10 [22] PDF set. The ratio R(0.5,0.7) is also shown in Fig. 1 for the six measured rapidity ranges and is compared to the considered predictions. The best overall agreement is provided by POWHEG + PYTHIA 6. Comparing the parton showering predictions of PYTHIA 6 and HERWIG++ to data exhibits agreement across some regions of phase space, and disagreement in other regions. The PYTHIA 6 tune Z2 prediction agrees with data at the low $p_T$ end of the measurement, where NP effects dominate. This is where PYTHIA 6 benefits most from having been tuned to the LHC underlying event data. The HERWIG++ predictions, on the other hand, are in disagreement with the low $p_T$ data, which is expected to be primarily due to the limitations of the underlying event tune 2.3 [21] in HERWIG++.

Figure 2 shows the double-differential inclusive jet cross section measurement at 2.76 and 8 TeV, presented as a function of $p_T$ in the $|y|$ ranges considered. The measurements are compared to the NLO theory prediction, based on the CT10 PDF set. The data are consistent with the theory predictions for a wide range of jet $p_T$ from 74 GeV up to 2.5 TeV. Among the investigated PDFs,
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Figure 1: Double-differential cross sections for two choices of $R$, compared to NLO×NP predictions (left). Jet radius ratio $R(0.5, 0.7)$ in six rapidity bins up to $|y| = 3.0$, compared to various MC predictions (right).

Figure 2: Double-differential inclusive jet cross sections as function of jet $p_T$ measured at $\sqrt{s} = 2.76$ (left) and 8 (right) TeV. Data (points) and NLO predictions based on CT10 PDF set corrected for the NP factor and electroweak correction factor (line).

In Fig. 3, the double-differential inclusive jet cross section measurements at 13 TeV is shown, presented as a function of $p_T$ for seven $|y|$ ranges using the anti-$k_T$ algorithm with $R = 0.7$ and 0.4. The measurements are compared to the NLOJET++ predictions based on the CT14 [24] PDF set, corrected for NP and electroweak effects. The data are consistent with the predictions over a wide range of jet $p_T$ from 114 GeV up to 2 TeV. The ratios of data over the NLOJET++ predictions using the CT14 PDF set are shown in Fig. 4 for the jets with $R = 0.7$. The error bars on the points correspond to the statistical uncertainties, and the shaded bands correspond to the total experimental systematic uncertainties. For comparison, predictions employing three alternative PDF sets are also shown. Figure 4 shows the results for the jets with $R = 0.4$. Overall, a good agreement within the uncertainties is observed between the data and predictions in the entire kinematic range studied, for both jet cone sizes. However, for $R = 0.4$, the data are systematically overestimated by about 5-10%, while a better description is provided for jets reconstructed with $R = 0.7$. The relatively poor agreement for $R = 0.4$ is due to PS and soft gluon resummation contributions, which are
missing in fixed-order calculations, and that are more relevant for smaller jet cone sizes because of out-of-cone effects.

Figure 3: Double-differential inclusive jet cross sections as function of jet $p_T$ measured at $\sqrt{s} = 13$ TeV. Jets are clustered with $R = 0.7$ (left) and 0.4 (right). Data (points) and NLO predictions based on CT10 PDF set corrected for the NP factor and electroweak correction factor (line).

3. Summary and conclusions

Measurements of the double-differential cross section as a function of jet $p_T$ and absolute rapidity $|y|$ are presented for several centre-of-mass energies in proton-proton collisions collected with the CMS detector. For some of the measured energies, different jet sizes are considered. Measurements are compared to predictions based on perturbative QCD and a very good level of agreement is achieved for all energies. In particular, it is observed that jet cross sections for larger jet sizes are accurately described by fixed-order predictions complemented with corrections for nonperturbative and electroweak effects, while for smaller jet cone sizes, theory overestimates the cross section by 5-10% almost globally. In contrast, NLO predictions matched to parton showers and underlying event simulation perform equally well for both jet sizes. No dependence on the underlying event tune is observed. Predictions obtained with MC event generators, which rely on dijet leading order matrix element calculations matched to parton showers, fail to reproduce the absolute cross sections in each rapidity range but are able to reproduce the jet radius ratio $R(0.5, 0.7)$ at 7 TeV. However, the best description of this ratio is obtained by matching the cross section prediction at NLO with parton showers.

This collection of jet measurements is a crucial baseline for more exclusive analyses and shows that jet physics is well understood within the wide range of centre-of-mass energies at the TeV scale delivered by the LHC.
Figure 4: (top) Ratio of measured values to theoretical prediction from NLOJET++ using the CT14 PDF set and corrected for the NP and electroweak effects for $R = 0.7$ (left) and 0.4 (right). (bottom) Ratio of measured values to predictions from POWHEG (PH) + PYTHIA 8 (P8) with tune CUETM1 for $R = 0.7$ (left) and 0.4 (right).
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