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1. Introduction

Here we present Octo-tiger/HPX, a computer code for simulating self-gravitating astrophysical
fluids. Octo-tiger/HPX is designed to address issues particular to the self-consistent modeling of
interacting binary star systems. It combines grid based adaptive mesh refinement (AMR) methods
for simulating hydrodynamical fluids with the fast multipole method (FMM) for computation of
the gravitational field.

Interacting binary systems evolve in a state of near equilibrium, driven closer by systemic an-
gular momentum losses until they reach a dynamical phase in which their final fate between tidal
disruption and merger or survival as a secularly expanding binary is decided by the interplay of
mass and angular momentum transfers, thermal and dynamical adjustments in the sizes and shapes
of the binary components, and tidal interactions [1]. Clearly an accurate accounting of the angular
momentum through this phase is important in deciding which binaries will merge and which will
survive. Although typical numerical methods for simulating hydrodynamical systems conserve lin-
ear momentum to machine precision, angular momentum is only conserved for special geometries
or at the expense of linear momentum conservation [2]. Established FMM methods [e.g. 3] can
be implemented in a manner that conserves linear momentum, but until now, not in a manner that
conserves angular momentum. The evolution of interacting binary systems is heavily influenced by
the balance of angular momentum, thus violating the conservation of angular momentum. This can
degrade the accuracy of numerical simulations of such systems. Actual rates of angular momentum
violation depend on the particular numerical methods used and what is being modeled. [4] found a
gain rate of ~ 10~* /orbit for polytropic binaries of mass ratio 1.0 and 0.8436. [5] found a loss rate
of ~ 107%/orbit for an interacting polytropic binary of mass ratio 0.7. [6] found a ~ 1072 /orbit
violation rate using SPH to simulate 84 orbits of an interacting 0.8 M, accretor and 0.2 M, donor.

To prevent angular momentum violations, Octo-tiger/HPX uses the recently developed tech-
nique of [7] to enable machine precision conservation of angular momentum in the hydrodynamical
solver. This is combined with a modification to the FMM we have developed that allows the si-
multaneous conservation of linear and angular momenta through the gravitational field. First, we
briefly describe the High Performance Paral|eX (HPX) runtime system (§2). Then we present the
model equations that Octo-tiger/HPX solves (§3), followed by the numerical methods employed
by Octo-tiger/HPX (§4). Finally, we direct the reader to movies of simulations performed by Octo-
tiger/HPX (§5) available on the World Wide Web (WWW).

2. Parallelization With HPX

Octo-tiger/HPX is implemented for execution on distributed computing clusters using HPX
[8]. HPX is a distributed C++ runtime system under development by the Ste||ar Group, head-
quartered at the Center for Computation & Technology at Louisiana State University. HPX is an
implementation of the Paral|eX execution model [9]. As opposed to the communicating sequential
processes (CSP) model of distributed parallel execution, Para|leX emphasizes fine grained paral-
lelism. To this end, HPX is designed to simultaneously handle millions of light weight threads
of execution in user space. By breaking the workload into small pieces, HPX is able to hide net-
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work and other latencies. The ultimate goal of HPX is to accommodate exascale computing on the
distributed computing platforms of the near and distant future.

HPX relies on C++ “futures” to accomplish synchronization across both local and remote
computational resources. The C++ class, “std::future", allows the user to specify an asynchronous
unit of work to be performed and encapsulates the result of that work in an object (the “future")
that can be retrieved when needed later. HPX takes this idea further by allowing the specified work
to occur remotely (see Figure 1). With Octo-tiger/HPX, each computational node on a distributed

Locality 1

Future object Locality 2
Suspend L Execute
consumer ————= | Future:
thread ;| - Producer

Execute / l e thread

another 1 T

thread I !

-4 Result is being

Resume returned
consumer

thread

Figure 1: A depiction of how hpx::future operates. Time runs from top to bottom, and threads
of execution are represented by squiggly lines. In the upper left panel, a future object is created.
Creation of this object takes, as inputs, a function and the arguments to a function. Responsibility
for executing this function and producing the result are then (potentially) delegated to another
computational resource, potentially on a remote locality. The thread that created the future object
can then proceed to do other work. When it requires the result of the future object to continue, it
will suspend if that result is not yet available, freeing the processor it was running on for execution
of other threads. When the result is available, the original thread resumes execution.

system may have dozens to hundreds of sub-grids in its memory. Octo-tiger/HPX specifies to
HPX the work to be performed and the data dependencies between units of work, while HPX
handles the actual scheduling of that work and the transfer of data across the network to and from
remote computational nodes. When a data dependency prevents a particular thread of execution
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from progressing, HPX seamlessly suspends that thread and loads another thread that is ready to
perform useful work.

3. Model Equations

Octo-tiger/HPX uses the differential equations that describe inviscid fluid flow under the in-
fluence of its own gravitational field to evolve, in time, the mass, momentum, and energy densities
of an astrophysical system. The differential equations that describe the fluid flow are

0
d
a—ts+V-vs+Vp:pg+Q><s, (3.2)
and
I (E+1p9) +V-(VE+up+upo) = (p g —92p 3.3)
ot 2 2\"or ot )’ '

where p is the mass density, v is the rotating frame fluid velocity, s is the inertial frame linear
momentum density, p is the gas pressure, g := —V¢ is the gravitational acceleration, ¢ is the
gravitational potential, Q := Qk is the angular frequency, and E is the inertial frame gas energy
density (including kinetic, internal, and possibly degenerate gas energies), The inertial frame fluid
velocity, u, is defined as u := %. It is related to v by the equation u := v+ x X Q, where x is the
distance from the origin. The pressure, p, is a function of specific internal energy, €, and density,
p:=p(p,€). Octo-tiger/HPX allows a choice between an ideal equation of state and the equation
of state given by [10]. For the ideal equation of state, pigeas := (Y — 1) p€, where ¥ is the ratio of
specific heats.

The specific internal energy is computed according to the dual energy formalism of [11]. The
dual energy formalism corrects for the numerical difficulties encountered when internal gas energy
density is much smaller than total gas energy. In this regime, computing the internal gas energy
using %E — %vz can lose numerical accuracy. The internal energy could even become negative,

causing negative pressure and numerical instability as a result. The dual energy formalism requires
1

the evolution of an additional variable, the “entropy tracer" (as used in [4]), T, where T := (p 8)77.
The entropy trace is evolved according to

d
ET—}-V-V‘L’—O. 3.4

The specific internal energy is then computed using

_ {;E—évz E—1pv?>001E 45)
I '
o7 else
The gravitational field is computed by integration,
Gp'
ox]:=— , |x—x/|dV/' (3.6)
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In order to conserve total energy, the discretized version of equation (3.3) also requires a solution
to the explicit time derivative of ¢,

/

0 o G%p ,
Z ol ._—/V R 3.7)

4. Numerical Method

Octo-tiger/HPX combines grid based hydrodynamics methods on an octree AMR grid with a
specialized version of the FMM. First we describe the AMR structure and communication patterns
between AMR sub-grids. Then we describe the FMM and the modification we have developed to
conserve angular momentum to machine precision. Next we describe the hydrodynamics method,
which adopts the techniques described by [7] for the conservation of angular momentum to machine
precision. Finally, we describe Octo-tiger/HPX’s method for producing initial models of interacting
binary stars.

4.1 Adaptive Mesh Refinement

Octo-tiger/HPX discretizes the computational domain on an octree AMR structure. Each node
in the structure is a N x N x N Cartesian sub-grid, and each node may be further refined into eight
child nodes, each containing their own N X N x N sub-grid with twice the resolution of the parent
sub-grid. N must be an even number and is constant for a given simulation. Typical values used
are 8, 10, or 12. Each sub-grid is either entirely refined into eight child nodes, or not refined at
all. Octo-tiger/HPX does not refine in time, each refinement level is advanced in sync with all the
others. The AMR is structure is “properly nested", meaning there is no more than one jump in
refinement level across adjacent leaf nodes. A partial octree structure is depicted in Figure 2.

In the present implementation, the refinement criteria are based solely on p and its fractions.
Octo-tiger/HPX dynamically refines and derefines, checking the refinement criteria every 15 time
steps to see if refinement or derefinement is required. This is the minimal number of time-steps
required for a feature of the flow to propagate two cells, so the boundary width used to check
for grid refinement is two cells wide. Newly created sub-grids are initialized from their parents
using the minmod limited slopes of the primitive variables, p, v, €, 7, and %. These slopes are
transformed into slopes for the state vector and the resulting first order equation is integrated for
each child cell. The equation is

wl = wc—i—%(:l:mx:tmy:tmz), (4.1)
where w/ is the resulting value for the refined cell, w€ is the value of its parent cell, and m,, my, and
m; are the limited slopes from the parent cell. Whether + or — is chosen for the =+ signs depends on
which child cell is being computed. Note that the potential energy, % p o, is added to E before the
interpolation and subtracted from it after, to enforce conservation of total energy. Special treatment
is also given to to the spin momenta, z (defined in §4.3), to ensure it is properly accounted for in
the linear momenta, s, in the interpolated child cells.

The piecewise parabolic method (PPM) reconstruction used by the hydrodynamics solver re-
quires three ghost cells, therefore the evolved state vector, %, is stored in an array with (N + 6)3
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Oct-Tree Structure

root node

level =0, dx = dx0
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level =1,dx =dx0/2
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Figure 2: The octree AMR structure - Each Cartesian 8 x 8 x 8 sub-grid can either be entirely
refined into 8 child grids (root and internal nodes) or not refined at all (leaf nodes). Note that only
two of eight children for the root and internal nodes are actually depicted.

entries. When a sub-grid is adjacent to another sub-grid on the same refinement level, the boundary
zones are filled each time sub-step with data from the interior of its neighbor (Figure 3a). When the
boundary of a sub-grid has no neighbor at the same level, its boundary data is filled by interpolat-
ing the data from its parent’s boundary data (Figure 3c). This interpolation is accomplished in the
same manner as newly formed child cells are initialized from parent cells. At the end of each time
sub-step, the values of parent cells are updated by summing the values in the child cells (Figure
3d). Again, special treatment is needed for the energy, linear, and spin angular momentum to en-
sure conservation of these quantities is preserved in the integration. In addition to communication
of boundary data and restriction of child data onto parent cells, the octree structure is also used to
transmit the CFL time-step limit to all nodes in the octree structure ((Figure 3b). The time-step
limit is computed for each leaf node and transmitted to its parent. Each parent sub-grid passes the
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lowest time-step it receives to its parent, until the root node is reached. Here, the global time-step
limit is known and transmitted down the entire octree structure. The basic forms of inter sub-grid
communication that Octo-tiger/HPX uses are depicted in Figure 3, except for flux correction. Flux
correction at the AMR boundaries is required to enforce conservation because the flux computed at
cell faces on an AMR boundary will differ between coarse and fine sub-grids.To account for this,
the flux at a cell face on the coarse interface is computed by summing the four fluxes from the cell
faces of the corresponding fine cells.

The FMM (described in §4.2) requires data communication patterns similar to that of the hy-
drodynamics part of the code. Multipole moments are assembled from child multipoles and passed
to their parents. Interactions between cells on the same level require boundary communication with
neighboring sub-grids. Taylor expansion coefficients are transformed and passed down to children.
These communication patterns are shown in Figure 4. To accommodate an opening criterion (de-
scribed in §4.2) as small as % requires a boundary width of 4 cells, so the FMM multipoles are
stored in arrays with (N -+ 8)* entries.

4.2 Gravity

We depart from typical grid based simulations of astrophysical fluids by using an N-body
based solver for the gravitational field. The fast multipole method (FMM), first developed by [12],
is unique among indirect gravity solvers in that it conserves linear momentum to machine precision.
We have taken the Cartesian FMM of [3] and modified it to conserve angular momentum in addition
to linear momentum. The FMM relies on the fact that for distant collections of masses, a multipole
approximation can provide sufficient accuracy for computation of the gravitational field. There are
three phases to the computation: (1) compute the multipole moments for each cell at each level in
the AMR structure, (2) compute expansion coefficients for interactions between cells at the same
level, and (3) transform theses expansion coefficients from parent grids to child grids.

In the following equations, we denote a multipole of order N, we will use the notation M ™) to
refer to the entire multipole, and the notation Mi(ﬁ?m to refer to a particular element of the multipole,
where i;...iy are the indices of that element. When referring to a collection of multipoles, we use
ML
multipole. Taylor expansion coefficients are similarly referred to, except using the letters “L" or

where [ is the index of the multipole and i;...iy is the index of an element in the M

“%" in place of “M." The m™ component of a position vector is denoted x,,. When referring to a
collection of locations within a cell, we use x; ,, to refer to the mt component of the I™ vector.

At leaf nodes in the AMR structure, each cell is taken as a single monopole, Ml(o) =Py (Ax)3,
where Ax is the uniform grid cell spacing at the cell’s level. At interior nodes, the multipole
moments for each grid cell are computed using the moments from its eight child cells. Octo-
tiger/HPX uses multipole moments up to octupole,

MO =y M, 4.2)

8
My =Y, (M M) 4.3)
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Decomposition Boundary CFL Time-step Reduction
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Figure 3: Four forms of inter-nodal communications for hydrodynamics - (a) Adjacent sub-grids on
the same refinement level exchange boundary data into ghost cells (cells with gray boundaries). (b)
The minimum allowable time-step for each node is communicated to parent nodes (black arrows).
At the root node the global minimum time-step is found and communicated to all other nodes
(purple arrows). (c) The boundary data for sub-grids with adjacent sub-grids on a more refined
level is interpolated into the ghost cells of the more refined sub-grid. (d) Child sub-grids restrict

their data onto their parent sub-grid. (Note the actual boundary width is 3 cells).
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Multipole Integration

level = 0, dx = dx0

level =1, dx =dx0/2

level =2, dx =dx0/4

Decomposition Boundary Taylor Expansion

level = 0, dx = dx0

level = 0, dx = dx0

level = 1,dx =dx0/2

level =1,dx =dx0/2

' ' level =2,dx =dx0/4
(©

level =2, dx =dx0/4

(b)

Figure 4: Three forms of inter-nodal communications for FMM gravity - (a) multipole moments

are computed by integration of the multipole moments of child cells. (b) Adjacent sub-grids on the
same refinement level exchange boundary data into ghost cells (cells with gray boundaries). (c)
The values for the gravitational potential and acceleration are computed by Taylor expansion from
coarser to finer sub-grids.(Note the actual boundary width is 4 cells).
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2 0 1 2
M =Y (M i+ M+ M), ) 4.4)
=1
and .
3 0 1 2 3
M,Sm)p = Z (Ml( )thxlﬁxlm +Ml( )xlmxlﬁ +Ml(,n2xl7” +Ml(,n2np> , 4.5
=1
where M) are the multipole moments in the cell of a given interior node, MI(N) are the moments

of the eight child cells within that given cell, and x; is position of the child cell expansion centers
relative to the position of the coarse cell’s expansion center. When cell expansion centers are
chosen to coincide with the cell centers of mass, the dipole moment, M (1), vanishes.

Once the multipole moments are computed, the expansion coefficients for the interactions at
each level may be computed. Whether or not a pair of cells in a given level interact with each other

is determined by,
1 1

- < I .
o2l = e s) 0
where Z{ and Z{ are the coordinate centers of two cells in the given level, and Z§ and ZS are the
coordinate centers of their respective parent coarse cells. The “opening criterion", ®, can be no
larger than % At leaf nodes, only the right inequality of equation (4.6) is used to determine if pairs
of cells interact and at the root node, only the left inequality of equation (4.6) is used. Smaller
values of ® result in higher accuracy at the expense of more computations and boundary data
exchanges. Octo-tiger/HPX allows for a choice of ® between % and % Computing the interaction
coefficients require gradients of the Green’s function for the gravitational potential, V"g(R) =
—V“% These are

1
(R) 7 4.7
(1) gy . Ri
D; " (R):= 3., 4.8)
(2) 3R,-Rj—5UR

and 5 5 5 5

15R:R:R; — 3 (&R, + 8 R; + 8i,;R;) R
DY) (R) = R =3 (8; I’;;L Ri+ k) R (4.10)

The Taylor expansion coefficients at a given level result from intra-level interactions in addition to
the transformation of expansions at coarser levels. The expansion coefficients at a given level are

computed using
Lg‘,(o) =) [MI(O)D(O) (Riy) +Mz(,2D'(ﬂl) (Rig) +M1(3r)mD’(7$’2 (Riq) +M1(j>npr(3'2p (Rl-q)}

n
l

+ Lg(()) - Lg}lgﬂl)xm + Lg:n(qzn)xnxm - L;}El%,)pxnxmxp “4.11)
,(1 0 1 1 2 2 3
L = [MODL (Rig) + M0 D) (Rug) + M0, D1, (Riy) |
1

LS L+ LS xux,  (4.12)



Introducing Octo-tiger/HPX Dominic C. Marcello

Lo = X MO D) (Ryg) + My DI, (Ryg) +| + Lok — L5, (4.13)
]
and
Ly = Y MDD, (Rig) + Lo, (4.14)
]
where R; , := R; — R, is the distance between the expansion centers of cell / and cell g, LZ;’(N)) are

(7))

and x is the distance from the expansion center of cell g to the expansion center of it’s parent cell.

Taylor coefficients at cell g, Lg’ are Taylor expansion coefficients from the parent cell of cell ¢,
The summation };, denotes summation over all cells at the given level which satisfy equation (4.6)
for the cell ¢ at the same level. Summation is also performed over indexes m, n, and p.

As shown by [3], the sum of all gravitational forces computed using equations (4.2) - (4.14) is
zero, meaning linear momentum is conserved to machine precision. As we show in [13], angular
momentum is not similarly conserved. It is possible to add a corrective term to the L(!) expansion
coefficients that results in conservation of both linear and angular momentum to machine precision.
This term is

2 = + S, 4.15)

D=

(0)
2 M 2 ’ 4
Z Ml(,n)pr o 1(0) Mfga’zﬂr D"(l"%?r (Rl.,q)
l M,

where .qu 1) is the corrective force on cell g, .,?[f ,’,Sl) is the corrective force in the parent cell of cell

g, and

/ 15(6; ;R R; + 6y R iR; + 6y R iR 3(6;i01 + 661+ 0;6;
D) (R) = + 2 ORRs e W3 (80 - B1) e

4.3 Hydrodynamics

The numerical solution to equations (3.1) - (3.4) are cast into semi-discrete form using the
advection scheme of [14] (KT scheme). High resolution grid based hydrodynamics methods such
as the KT scheme conserve linear momentum to machine precision, however, they do not simi-
larly conserve angular momentum. The discretization of the flux of linear momentum components
parallel to cell faces does not reproduce the symmetry present in the fluid stress-energy tensor,
causing a violation of the conservation of angular momentum. [7] address this issue by evolving
the spin angular momentum, z, of each cell along with the usual linear momenta, s, and using z
as the anti-symmetric part of the velocity gradient for computing velocities at cell faces. Evolving
z alone merely tracks the error in angular momentum conservation. Applying z to the reconstruc-
tion of velocities causes the error in angular momentum conservation to feed back into the linear
momenta.

The semi-discrete form of the evolution equations are

d 1
d[%l]k+ <Ji+;jk Ji—%jk—i_fij—i—%k Jij—%k—i_(%ijk—i—% Jijk—;) %]k' (417)

10
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The evolved state vector, %, is defined as

U= |E|. (4.18)

[ <z ]

The evolved state vector is reconstructed on the right and left sides of each cell face, Z® | ,

l+§j
R wR v |k andZ%¥ |.To accomplish this, the primitive variables

gk T iy’ ity ij+5k ijk+ 5
are computed from the cell centered state vector. With the exception of velocities parallel to a cell
face, these variables are then reconstructed at cell faces using the PPM of [15] .

Velocities parallel to cell faces are determined by adapting the technique described in [7].

First, the velocity gradient, (Vv), is computed using a minmod limiter,
minmod (a,b) := % (sgn (a) +sgn (b)) min (|a|, |b]). (4.19)

The components of (Vv), are

dv .
<d> := minmod (Vi1 j — Vijk, Vijk — Vi-1jk) » (4.20)
X/ 1ijk
dv .
<d> := minmod (V;j4 1k — Vijk, Vijk — Vij—1k) » (4.21)
Y/ 1ijk
and J
v .
<d> := minmod (Vz’jk+1 — Vijk, Vijk — Vijkfl) . (4.22)
2/ 1ijk

The symmetric part of the second set of slopes, (Vv),, is determined using the slopes from equa-
tions (4.20) - (4.22), while the anti-symmetric part is computed using z,

(), (5),+(3), () (%

o dx . dy 1:; ax /)y jvz i jx |l 6|0 =2
R Vx y y y Vz

=5 (5), (@), (%), (%) (%), |+ml= 0 =

dy

'x d Z d X dv.," dVZ —Zy Z 0
<d1>1+<‘%‘)1 (dvz)1+(d7)1 2(”’7>1 n
(4.23)

We have omitted the ijk subscripts on every variable for brevity. The final set of slopes, (Vv)s, is

obtained by applying another minmod limiter to the first two sets of slopes,
(Vv); :=minmod ((Vv),,2(Vv),). (4.24)

The purpose of this transformation is to reproduce the asymmetrical part of the velocity gradient
implied by z as closely as possible without compromising the stability of the numerical solution.

11
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We now define z’ as the difference between the evolved spin angular momenta, z, and the spin
angular momenta as measured by the computed slopes, (Ax) (£ x (Vv);),

L dV} &
e (( dZ> (dy>3>’ (429
, dv, dvy
zy:zzy%«di) (dvz) ) (4.26)
o M de dVy
=z — <( i ) <dx )3) . 4.27)

The quantity, z, is therefore a measure of spin angular momentum that is unable to appear in the

and

computed velocity slopes without causing numerical instability.

With the primitive variables computed at cell faces, we may also compute % . The flux, .Z,
also requires we know ¢ at cell faces. Because the gravitational potential is a smooth function,
these values are taken as continuous across cell faces and are computed using only Equation 1.9
from [15]. The flux, .#, is the sum of the physical flux, ¢, and the Kurganov Tadmor flux (KT
flux), 72,

=9+ 7. (4.28)

The physical flux, ¢, is computed using the divergence terms on the left hand side (LHS) of equa-
tions (3.1) - (3.4) for the first six components. The flux of z is taken to be the physical advection
of the angular momentum error not represented in the velocity reconstruction, vz’. The resulting
physical flux definition is

VxP VypP VP
VeSx + P VySx VoS
VxSy VySy +p VzSy

VyS; VySz VS + P

Y = VxE+ux<P+p¢) > gy:: V)‘E+”)’(p+p¢) ) G, = VZE+uz(p+p¢) s

VT VT v, T
vxz; vyz; vzz;
7 7 7
vxz%, vyz/y vzz;,
L VxZy . L VyZy . L VzZ,

(4.29)
The physical flux, ¢, is generally a function of % and ¢. When discretized, it is taken as the
average of left and right fluxes,

1
%X’H%jk =3 [%( "y k,¢ >+% ( sz’¢l+2ﬂ<>] (4.30)
1
gy,iﬁr%k‘_ {g ( i+ L )Jrg < k»¢l L1 k)] 4.31)
and
1 R L
gz,ijk+% =3 [% <52/ ijk+é’¢ijk+é> +49, <7/ Uk+é ¢uk+ )] (4.32)

12
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The KT flux, ¢, is computed at cell faces using

1 R L
jﬁr%jk T 2ai+%jk (W i+%jk L i+;jk> ’ (4.33)
1 R _ayL
%ﬂij%k o 2aij+%k (W ij+%k 4 ij+ék> ’ (@.34)
A yi=ga (R -t ). (4.35)
l]k+§ ljk-‘rj l]k+§ ljk-‘rj

The conserved state vector, #, is defined in the same locations as % and differs from % in only
the energy component. It is

S O O O

X
i
N
+
=)
<

(4.36)

S O O O

Globally, the sum of gas and potential energies, E + %pq), is conserved. As discussed in [5],
however, the quantity £ 4 p¢ is the “locally conserved" quantity. The difference, —% P, comes
into play because of changes in the global gravitational field. Therefore the KT flux is computed
using E+p@.

The maximum signal speed at cell faces is computed using

a1 =max (X 4R W ), (4.37)
i+75.J, x,i+5 jk i+xjk | xit+zjk i+5 jk
a. . | :=max vR” 1 —|—c1f 1 ,vLH 1 —|—clL. P (4.38)
i,j+7.k y,lj+§k l]+§k y,zj+§k lj+§k

and
a o opi=max (R ef ). (4.39)
lu]-,k‘i'j Z,l]k-‘ri l]k+§ Z,l]k-i-j l]k+§

The sound speed, c, is defined as the only non-zero eigenvalue of the Jacobian matrix, ggj, when v

is set to zero. For the ideal gas case, Cigeal := /Y (Y— 1) €.
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The source vector, ., is defined as

0
pgx_-st
ng-i-QSx

p8:
=L (p50—05p)—13p0]|. (4.40)
0
Fys. — Frs,
_cgax,sZ + ngz Sx

5

a a
/x,s,,- - Jy,sx

The gravitational quantities g, ¢, and %(p are computed using our modified version of the the
fast multipole method (FMM). The final term in the energy source term, %%p(ﬁ, is computed
directly using the differences between p¢ at successive time sub-steps. The source terms for z
should physically be zero, however, as mentioned above, the discretization of the flux violates the
symmetry in the stress-energy tensor and these terms are non-zero. The discretized source is

0
Pijk8x,ijk — Sy,ijkE2
Pijk&y,ijk + Sx,ijk
Pijk8z,ijk
1 ( d d ) 1(d
o (40) . —oia (Lp) . ) =L (Lpg) .
S = 2 \Pij (dt(P)z/k Pij (dtp)zjk Z(dtp¢)zjk _ (4.41)
0
1 g 1 g 1 g 1 g
17 +17 1z ~lz
27 ysijrak T 27 ysij-sk 27 zsijers 27 zsijkd
1 g 1 g 1 g 1 g
1z 1z L7 1o
27 s itgjk 2 x,sz,i—%jk—'_z z,sx,ijk—&-%—’_z Zsvijk—3
1 g 1 g 1 g 1 g
Lz L7 _lg _lg
IEEATIS VRS L i SN P Seta e

The value of ¢, and g;;x needed to compute .} is determined using the FMM. Since the

d
> dt
the computation of %q)i jk with the FMM. The expansion centers for both of these computations are

evolution equation for p has a zero source term, 7-p; jx is known once the fluxes are known, allowing
taken at the centers of mass at each cell. For a given set of expansion centers, the value calculated
by the FMM in a particular cell can be written as a linear combination of the source values in each
of the cells throughout the grid. By keeping the same expansion centers for both the computation
of ¢;jx and %q&i jk» we ensure that the first energy source term, p; jk%(j)i ik — i jk% Pijk> sums to zero
globally.

The equation (4.17) is advanced in time using the 2"¢ order Runge-Kutta integrator of [16].
The maximum allowable time-step is computed according to the Courant Friedrichs Lewy (CFL)
condition at the start of the first Runga-Kutta sub-step,

Ax
A ferL

(4.42)

R R R L L L
maXalli jk (C. 1,06 106 156 1560 1 50 1>
i+5jk ijtrk ijkt5 it jk ijtsk ijk+5
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The CFL factor, fcgr, is set to % This ensures both stability and the positivity of p and 7.
The entropy tracer, 7, is updated according to the dual energy formalism,

1

1 2 \7 1 2
<Eijk - Epijkvijk> Eijk - jpijkvijk > O'IEneighborhood,ijk
)

T jk else

Tijk — (443)

where Eeighborhood, ijk *= Max Eijk’EiJr%jk’ Eij+%k’ Eijk+% , Eif%jk’ Eij;k’Eijké> . Note that un-
like equation (3.5), which is used to compute the specific internal gas energy for the equation of
state, equation (4.43) requires information from neighboring cells. Equation (4.43) also results in

an update to 7 itself, while equation (3.5) does not alter the value of 7 stored in % .

4.4 Initial Models - the Self Consistent Field (SCF) Technique

To generate an initial equilibrium binary star model, Octo-tiger/HPX uses the self consistent
field (SCF) technique [17, 18]. The SCF technique relies on the fact that the hydrostatic balance
equation in the rotating frame,

VH 4+ V¥ =0, (4.44)

where H is the isentropic enthalpy, H [p] := (f) =Pl dpflj/, and ¥ := ¢ — JQ? (x? +y?) is the “effec-

tive potential”, can be written as an algebraic equation,
H+Y =Y, (4.45)

where W is a constant. Each star may have a different value for ¥y. By setting the ¥ based on
the value of the effective potential at the L1 Lagrange point, ¥} |, initial models can be created that
are detached, semi-detached or in contact. For detached models, ¥y < W¥; for both stars, for semi-
detached models, ¥y < ¥, for the accretor and Wy = ¥;; for the donor, and for contact models
Yo > W, for both stars (but less than the potential at the L2 Lagrange point). Octo-tiger/HPX
provides for a choice between three structural equations of state: (1) a polytropic equation of state,
(2) a bi-polytropic equation of state [19], and (3) a cold white dwarf equation of state. Figure 5
depicts the density profiles through the equatorial slices of three such initial conditions.

5. Example Models

Here we present two models of interacting binaries as an example of Octo-tiger/HPX’s ca-
pabilities. The first begins with mass ratio ¢ = 0.7 bi-polytropic binary in near equilibrium. The
polytropic indexes are n = 3 for the core and n = % for envelope of each star. This approximates a
star with a radiative interior and convective envelope. The density jumps by a factor of two at the
core-envelope interface. An extra level of resolution is added to the cores to better resolve this con-
tact discontinuity. The equation of state for the evolution of the binary is that of an ideal gas. When
the simulation starts, a small amount of angular momentum is artificially removed from the binary
in order to initiate mass transfer. The sub-grids are 8 x 8 x 8 cells. The number of sub-grids varies
as the simulation progresses. The typical number of sub-grids throughout the simulation is 40,000,
containing a total of 20,000,000 computational cells. This configuration is unstable to mass trans-
fer and results in tidal disruption and merger after about 13 orbits. There are two movies of this
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q = 0.70 Detached Bi-Polytropic Binary q = 0.15 Semi-detached DWD

q =0.11 Contact Binary

Figure 5: Equatorial density slices of initial binary star conditions produced with Octo-tiger/HPX.
(a) A detached binary of mass ratio ¢ = 0.7. The stars in this model use a bi-polytropic structural
equation of state, Note the core fractions are each given an extra level of resolution. (b) A semi-
detached binary of mass ratio ¢ = 0.15. This model was produced using a degenerate equation of
state. The donor star exactly fills its Roche lobe. (c) A contact binary. This model was produced
using a bi-polytropic equation of state. The polytropic constants of each star’s envelope are set to
be equal. Both stars slightly overfill their Roche lobes.
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simulation available on the WWW. The first, at https://www.youtube.com/watch?v=Ho6LoPxa0klI,
depicts the the equatorial slice of mass density for the entire computational grid. The second, at
https://www.youtube.com/watch?v=4jvEvvVfe4Y, shows a close up of the same view. This simu-
lation is discussed and analyzed by [20]. Note that the rotational velocity of the AMR grid, Q, is
set to the rotational velocity of the binary at = 0 and keep constant throughout.

The second example simulation is of a double white dwarf (DWD) of mass ratio g = 0.2. The
accretor is a CO white dwarf of 1M, and the donor is a He white dwarf of 0.2M,. The initial orbital
period is 242 seconds. This simulation was conducted using an earlier version of Octo-tiger/HPX
than is presented here. This earlier version conserved z-angular momentum at the expense of violat-
ing conservation of x and y linear momentum, as described by [2]. We present the results from this
earlier version to demonstrate the usefulness of machine precision angular momentum conservation
when simulating interacting binaries that are (potentially) stable to mass transfer. Mass transfer is
expected to be stable for DWDs of this mass ratio [21], and they are expected to form AM CvN
systems [e.g. 22, 23] when mass transfer ensues. The simulation ran for over 525 orbital periods.
To our knowledge, no fully three dimensional simulation of binary stars with self-consistent hy-
drodynamic modeling of each of the components has run for this many orbital periods. A movie
of the simulation can be found at https://www.youtube.com/watch?v=X5xIBzEyFI8. Unlike in the
first example movie, Q is varied throughout the evolution so as to keep the binary’s line of centers
coincident with the x-axis. As shown in the movie, the mass transfer rate initially rises, peaking
at around 40 orbits. After that it decreases for the entire remainder of the simulation as the binary
separates.

6. Conclusions

Here we have presented angular momentum conserving numerical methods that allow for the
numerical modeling of classically self-gravitating astrophysical fluids. We have implemented these
methods in Octo-tiger/HPX for execution on distributed computing systems. We have presented
two models of interacting binary systems, one of which simulates stable mass transfer for over 500
orbital periods.

Octo-tiger/HPX is available on the WWW as a github.com repository at
https://github.com/STEIIAR-GROUP/octotiger.  The HPX runtime system is available at
https://github.com/STEIIAR-GROUP/hpx [24].
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