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For the classification of hyperspectral images, a classification algorithm based on band grouping
and three-dimensional convolutional neural network(3D-CNN-BG) is proposed. The algorithm
uses the correlation matrix of hyperspectral images to determine the similarity of bands, and the
high similarity bands are grouped together. Then, every bands group is extracted spatial-spectral
feature using 3D convolutional neural network. Finally, the high-level feature of every 3D-CNN
is stacked together trained by the classifier. With band regroup, the feature in the similar group
can  be  extracted  fully  by  the  3D-CNN,  which  is  good  for  classification.  The  experiments
showed that compared with other hyperspectral images classification algorithms based on CNN,
the proposed algorithm converges more faster, has less training parameters, and acquires higher
classification accuracy. After training 100 times, the overall classification accuracy on the indian
pines data set can reach 97.42%, increased by approximately 2% ~ 5%, which shows the strong
practicability of proposed algorithm in hyperspectral application.
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1.Introduction

Over the past decade, hyperspectral imagery (HSI) has played a very important role in all
areas of remote sensing. With the continuous development of imaging technology, the wealth of
spectral information provided by HSI brings great opportunity to the distinction between the
objects, but also brings huge challenge to the high-precision classification [1]. At present, the
existing  methods  can  be  divided  into  two  main  categories:  spectral  classification  and joint
spectral-spatial  classification.  Compared  with  the  spectral  classification,  the  combination  of
spatial  information and spectral  information is  considered to  be more advantageous for  the
classification of HSI  [2][3]. Therefore, in recent years, the joint spectral-spatial classification
has become the development trend of hyperspectral image classification. 

Nowadays, there are two main ways to use spatial features: spatial feature extraction and
the post-processing after  classification.  The former  uses  the  joint  spatial  characteristics  and
spectral characteristics to train the classifier for hyperspectral image classification [4][5][6][7].
The latter makes use of the spectral characteristics to obtain the classification results firstly, then
the noise in the classification result is eliminated based on the spatial regurlarity[8][9][10] .The
method in the spatial  feature extraction is  mechanical.  The feature extracted is  effective for
some  data  sets,  but  maybe  invalid  in  the  other  data  sets.  The  adaptive  ability  of  obtained
characteristic is poor. The image segmentation is often utilized in the post-processing, but this
method always depends on the previous classification results. Therefore, the key in the joint
spectral-spatial classification is the extraction feature.

With the development of deep learning, more and more people apply it to spectral-spatial
feature extraction of hyperspectral images. For example, convolution neural networks (CNN)
[11][12][13][14], Automatic coding machine(AE) [15][16], depth belief network(DBN)[17][18].
Both  AE  and  DBN  deal  with  one-dimensional  data.  Even  if  the  joint  spectral-spatial
classification is  used,  the spatial  domain information is  transformed into a one-dimensional
vector which is combined with the spectral vector to obtain the spectral-spatial features. Chen et
al. firstly applied 3D-CNN to classify hyperspectral image [14] .To some extent, the 3D-CNN is
more  suitable  for  the  joint  spectral-spatial  classification  than  other  deep  learning  models,
because the joint spectral-spatial data in the hyperspectral images can be seen as the three tensor
which is exactly suitable for the input of 3D-CNN.Although 3D-CNN achieved good results, the
design  of  the  network  is  too  complex  with  so  many  parameters.  So  how  to  simplify  the
complexity of 3D-CNN is the key problem. In the hyperspectral images, the degree of similarity
between the bands is relatively high, which brings some difficulty to the classification[19]. Ran
proposed  a  band-grouping  1D-CNN(1D-CNN-BG)  for  hyperspectral  image  spectral
classification  [20]. Before training by the 1D-CNN, the bands in the hyperspectral images is
grouped by the similarity.

Enlighted by the above literatures, in this paper, we extend the band-grouping into the 3D-
CNN(3D-CNN-BG). According to the similarity between the bands, the bands with high degree
of similarity are grouped together. Then the feature extraction is performed on the every bands
group using 3D-CNN, and the high-level abstract feature vectors are combined together, which
is trained by a fully connected layer and a classification layer. Compared with the 3D-CNN
[14], the training parameters required in this paper are greatly reduced. The network structure
designed in this paper can make full use of 3D-CNN to excavate similar characteristics in the
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similar bands. The experiments with the typical data set proved better results in this paper than
other types of CNN algorithm, both in terms of algorithm convergence speed and classification
accuracy.

2.Proposed Method

Compared with the 2D-CNN, the 3D-CNN is more suitable for 3D cube data mining.
Through the 3D convolution operation,  it  can fully integrate  the  3D data  and extract  more
effective feature information. The classification framework proposed in this paper is shown in
figure 1. We can see from figure 1 that the proposed classification framework mainly includes
three parts: band regroup, 3D-CNN feature extraction and network training.
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Figure 1: The classification framework in this paper

2.1 Regroup the Bands based on the Similarity between Bands

 In  the  hyperspectral  images,  some spectral  characteristic  curves  can be distinguished
easily, but some are so similar that cannot be distinguished. The spectral characteristic curves of
Alfalfa  and Grass-pasture-mowed two kinds of  objects  in  the  Indian Pines  data  set  [21] as
shown in figure 2. It can be observed from the figure that both the spectral characteristic curves
are so similar that it is difficult to the classification. Therefore, it is necessary to regroup the
similar bands, and then to extract the effective features of the similar bands.          

Figure 2: Spectrum of Alfalfa and Grass-pasture-mowed

The band-grouping algorithm is based on the spectral correlation matrix. The hyperspectral

dataset can be regarded as a 3D tensor Χ∈Rm×n×b , and x ijk  represents the corresponding

value in the spatial position (i , j)  of the k th band in the Χ . The correlation 

coefficient between the k 1 th  and k 2 th  band,
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c (k1 , k2)=
σ (k1 , k 2)

σ (k 1 , k 1)σ (k 2 , k2)
                                           (1.1)

Here the σ (k1 , k 2)  represents the covariance of the k 1 th  and k 2 th band,

σ (k1 , k 2)= ∑
i=1, j=1

i=m, j=n

(x ijk1
− ̄x ..k1

)( x ijk2
− x̄ ..k2

)                                 (1.2)

̄x .. k1
 is the average of all pixels in the k 1 th  band. The correlation matrix of the 

Indian Pines dataset is showed as the figure 3, and where the light color indicates a higher 
degree of correlation. Neighbouring bands with a correlation coefficient difference smaller than 

a threshold τ  are grouped together [20], and in this paper τ =0.7 . According to the 

degree of correlation of the 200 bands, they can be divided into four band groups: 1~35, 36~77, 
78~102, 103~200.

                                               

A

B
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Figure 3: Correlation Matrix of Indian Pines

In general, before training network it is necessary for data preprocessing. There are many
common preprocessing methods including normalizing, standardizing and principal component
analysis  (PCA)  whitening  [22]. Compared  with  the  other  two ways,  whitening  reduces  the
hyperspectral data correlation between each band to a certain extent, and can make the training
speed of the network faster and more stable. So the band group is whitened respectively. A band

group can be denoted  Ψ∈Rn×d by  ( d  represents the number of band in group). The

eigenvalues  λ1 ,λ2 ,... ,λd (λ1⩾λ2⩾...⩾λ d)  and  the  corresponding  eigenvectors

ω 1 ,ω 2 ,... ,ω d can be obtained by the PCA. Let,

Λ=diag [λ 1 ,λ2 ,... ,λd ]

Υ=diag [ω 1 ,ω 2 ,... ,ω d ]

then,

Ψwhitening=ΥΛ
−1/2

(Ψ−Ψ̄)                                        (1.3)

Where, Ψ̄=1/ n∑
i=1

n

Ψ i ， Ψi  represents the i th  column vector of Ψ .

2.2 The configuration of 3D-CNN

After the regouping the bands, the original hyperspectral dataset can be divided into  ba

g nd groups, Ψk∈Rm×n×bk  ,  k=1,2,. .. , g  Taking into account  the  spectral-spatial

information of the hyperspectral images, so not  only the spectral  characteristic curve of the
target pixel is used to be trained to classify, but also the spatial information. Generally taking a
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size  w  of  the  neighborhood  space,  the  target  object  can  be  seen  as  a  3D  tensor,

x(i , j )
k

∈Rw×w×bk . In this paper, we also utilize the 3D-CNN to train these 3D tensor to obtain

the classification results.
The traditional CNN is mainly composed of a series of convolution layers, pooling layers,

full connection layers and classification layer [23]. The only difference between 2D-CNN and
3D-CNN is that the convolution kernel is a 3D tensor. In this paper, the network consists of 2
convolution layers, 2 pooling layers, 1full connection layers and 1 classification layer.

For convolution layer, the number of feature maps, the size of the convolution kernel and
the selection  of  the  activation function are  very important.  The  number  of  feature  maps  is
choose to ensure increased layer by layer, and finally the length of flattened vector is no more
than 2 times the number of neurons in full connection layer. Because the size of neighborhood

space  w  is  not  too large,  it  means that  the  spatial  domain  size  ( ker 1×ker2 )  in  the

convolution kernel ( ker 1×ker2×ker 3 ) can not be selected is too large. So in this paper, we

choose  ker 1=ker2=2 or 3, and the choice of ker 3   is  decided according to the band

number  of  band group.To the activate  function,  the  sparsity of  the  "relu"  function is  more
consistent  with  the  neuroscience  research.  With  "relu"  function,  the  speed  of  the  training
network is faster than other activation functions, such as "sigmoid", "tanh" function. Therefore,
"relu" function is choosed in this paper.

For the pooling layer, the way of pooling has great influence on network training. The
common pooling methods include average pooling and max pooling. The two methods have
little difference in the final effect, but the training speed of the network with max pooling is
faster, so in this paper we choose max pooling as the pooling method. The sampling interval in
three dimensions is 2.

2.3 Train the 3D-CNN

The high-level abstract features extracted by 3D-CNN flattened to get vectors. Then these
vectors are stacked together to be trained by the full connection layer and the classification layer
to obtain the classification results.

For  the  fully connection  layer,  in  accordance  with CHEN’s  3D-CNN[14] settings,  the
"sigmoid" activation function is chose with 100 hidden layer neurons.

For the classification layer, hyperspectral classification is a multi-classification problem,
so choosing the softmax classification layer is reasonabl. Then the output can be seen as the
probability in different categories of a pixel.

For network training, we choose Nadam algorithm [24]improved on the Adam algorithm
[25] to  train  the  network.  Compared  with  the  SGD algorithm,  Nadam algorithm converges
faster, and obtains higher accuracy. In general, if you do not use the regularization, the network
will tend to fall into the overfitting. So we introduce dropout mechanism [14] into the network.

3.Experiments

3.1 Description of the data set

The data sets used in this experiment are Indian Pines hyperspectral data set and Pavia
University hyperspectral data set.
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Indian Pines hyperspectral data set is taken by AVIRIS in Indiana northwest of India pine

forest test. The spatial size of the data is 145×145 , with a spatial resolution of about 20m.

There  are  remaining  200  bands  available  in  this  data  set,  with  the  removal  of  the  water
absorption  bands  (104~108,  150~163,  and  220).  The  data  set  contains  16  kinds  of  known
objects of a total of 10366 samples. Figure 4 shows the false color map and the ground truth of
the data set. Because of the high similarity of the spectral characteristic in this data set, it brings
great challenges to the accurate classification of objects. So it is widely used for testing the
performance of hyperspectral image classification algorithm.

Figure 4: Correlation Matrix of Indian Pines
In order to test the performance of the proposed algorithm, other algorithms including

spectral classification and joint spectral-spatial classification are tested on the same data set. In
this paper, we mainly modify the CNN, so we will compare our algorithm with other CNN
algorithm, including the spectral classification  [20]and the joint spectral-spatial classification
3D-CNN [14]. 3D-CNN and our algorithm are set as the same network configuration. All the
algorithm will be iterated 100 times to test the speed of convergence.

3.2 Results

For the Indian Pines data set, the band groups have been given in the section second: 1~35,
36~77, 78~102, 103~200. 10% samples is chosen as the training sample randomly from every
category, and the remaining 90% is the test sample. The architecture of the network is shown in
table 1, the network has a total of 6 layers, including 2 convolution layers, 2 pooling layers, 1
full connection layer and 1 classification layer.

No. Type Convolutional kernel Active funcion Pooling Dropout

1 Conv+Pooling 6@2×2×3 Relu Maxpooling \

2 Conv+Pooling 16@2×2×3 Relu Maxpooling 50%

3 Full 100 sigmoid \ 50%

4 Classification 16 softmax \ \

Table 1:  Architecture of 3D-CNN

The classification accuracy of  every algorithm is  shown in table  2.  The  classification
accuracy of our proposed algorithm is the highest over majority categories, increased by about
2% than 3D-CNN. Figure 5 shows the classification maps obtained by these three algorithm.
The overall classification accuracy of 1D-CNN-BG is relatively low, because in the experiment,
every algorithm is iterated only 100 times. But the classification accuracy of the proposed 3D-
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CNN-BG can achieve a higher one in the iteration for only the 100 times, which shows that
compared with other algorithms, our proposed algorithm owns the faster convergence rate.

Method 1D-CNN-BG 3D-CNN 3D-CNN-BG

OA(%) 66.44(0.42) 95.03(1.01) 97.42(0.35)

AA(%) 56.30(1.73) 93.19(1.24) 94.86(0.32)

kappa×100 61.21(0.44) 95.25(0.24) 97.06(0.21)

Alfalfa 20.65(3.26) 90.22(6.24) 91.30(3.83)

Corn-notill 56.07(3.21) 93.86(1.31) 96.67(0.67)

Corn-mintill 40.72(2.53) 95.24(1.48) 95.69(1.05)

Corn 26.27(4.17) 93.46(3.61) 95.15(1.73)

Grass-pasture 70.86(6.38) 96.43(1.28) 95.34(1.84)

Grass-trees 92.95(2.07) 99.42(0.11) 99.08(0.31)

Grass-pasture-mowed 22.32(7.73) 90.18(15.02) 95.54(5.85)

Hay-windrowed 98.01(0.31) 100.00(0.00) 99.95(0.09)

Oats 17.50(5.59) 62.50(10.31) 63.75(3.83)

Soybean-notill 48.97(1.21) 93.29(0.54) 95.96(1.07)

Soybean-mintill 74.29(2.82) 96.22(0.91) 97.92(0.50)

Soybean-clean 42.88(3.50) 92.66(1.41) 96.63(0.84)

Wheat 87.68(2.35) 99.63(0.40) 98.66(1.80)

Woods 91.11(1.21) 98.99(0.85) 99.31(0.48)

Buildings-Grass-Trees-Drives 37.89(4.66) 92.23(3.13) 99.16(0.81)

Stone-Steel-Towers 72.58(10.49) 96.77(1.52) 97.58(0.89)

Table 2: The classification accuracy of every algorithm after 100 time iteration

         

(a)1D-CNN-BG                            (b)3D-CNN                            (c)3D-CNN-BG
Figure 5: The best classification results of every algorithm after 100 time iteration

In  order  to  demonstrate  the  fast  convergence  of  the  proposed  algorithm  from  the
experimental  point  of  view,  the  overall  classification  accuracy  of  every  algorithm  under
different iteration times is calculated respectively. Figure 6 shows the relationship between the
overall classification accuracy of every algorithm and the different iteration times. As can be
seen from the figure, with the increase in the number of iterations, the overall classification
accuracy of the proposed algorithm is always the highest. When the time of iteration is 2000, the
overall classification accuracy can reach 98.79%, while the 3D-CNN and 1D-CNN-BG only can
reach  97.93% and 95.35% respectively.  Table  3  shows the classification  accuracy of  every
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algorithm after 2000 time iteration, and figure 7 shows the classification maps after 2000 time
iteration.

               

Figure 6 : The relationship between OA and the number of iteration

Method 1D-CNN-BG 3D-CNN 3D-CNN-BG
OA(%) 95.35 97.79 98.79
AA(%) 93.79 96.53 98.66

kappa×100 94.64 97.35 98.99

Table 3 : The classification accuracy of every algorithm after 2000 time iteration

              

             (a)1D-CNN-BG                     (b)3D-CNN                           (c)3D-CNN-BG

Figure 7 : The classification results of every algorithm after 2000 time iteration

4.Conclusion

According  to  the  existing  CNN  algorithms  for  hyperspectral  image  classification
problems, in this paper we propose a classification algorithm for hyperspectral image based on
3D-CNN combined with the band-groups. The bands are regrouped by the similarity between
bands, then these groups will be extracted feature by the 3D-CNN. From the experiment on the
indian pines data set, the proposed algorithm can converge more faster, and the parameters in
our algorithm are less than the parameters need in the Chen’s 3D-CNN. After only iteration 100
time, the OA of our algorithm can reach 97.42%, increased by almost 2.5% compared 3D-CNN.
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