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To improve the recognition and detection accuracy and recall of objects in unnatural images, we
use remote sensing video image data to detect low-quality and small targets. Based on this, we
propose the use of a deconvolution network and hyper features to control convolutional feature
quality.  We  call  this  approach  the  Quality  Deconvolution  Single  Shot  Detector  (QDSSD)
detection model. Through the frame-by-frame annotation of the video data from Jilin Satellite
No. 1, we propose a CSU-RSI-Video dataset, with no fewer than 30 targets per image frame. We
published the data for  researchers  to do experiments.  To achieve small  target  detection, we
enrich the information by gradually adding the underlying detail features to the upper layers and
deconvolve the high-layer information to obtain stable detailed features for target detection. The
empirical  results  show that,  among the  detected  problems of  low-quality  small  targets,  the
improved QDSSD network has better detection capability, and the detection effect is the best for
many small targets that  are close to each other.  In  the CSU-RSI-Video dataset,  the QDSSD
model’s mAP achieves 0.90227 for  a single target.  Comparing to the You Only Look Once
(YOLO) model, the result is still superior in accuracy.
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1.Introduction

A remote sensing image (RSI) is a type of digital image of the ground that is obtained by
loading different types of camera equipment on a platform that is away from the ground. There
are different types of RSIs, such as RSIs acquired from satellites, which is called satellite RSIs.
Satellite RSIs are widely used in many research fields because of their wide shooting ranges and
low  prices.  Therefore,  the  application   of  satellite  RSIs  are  very  extensive,  such  as
environmental monitoring, crop yield estimation, fire detection, traffic navigation, and city and
regional surveying and planning.

The target detection based on optical remote sensing image is consistent with the objective
detection of natural images, which is to predict the position and corresponding probability of the
object  (e.g.,  vehicles,  ships,  and  buildings)  in  the  given  image.  Compared  with  the  target
detection of natural images, the target detection of RSIs still faces great challenges. The RSI has
many features, such as a large angle of view, large background changes in the view, and poor
image quality.  These problems will  pose great  challenges to the accuracy and robustness of
target detection. With the enhancement of space exploration ability and the explosive growth of
remote sensing satellite images, there is an increasing demand for the application of RSIs in
various fields. Early low-resolution remote sensing satellite image data cannot meet the need of
target recognition and detection tasks in complex scenarios. With the continuous improvement
of the aerospace industry and the improvement of probe payload design, RSI post-processing
technology, the presence of  high-resolution remote sensing (HRRS) satellites (e.g. GF1, Planet,
ZY3) and unmanned aerial images have been providing highly detailed information about the
structure of the target and the surrounding environment. Before the rapid development of deep
learning, considerable efforts have been made to design various algorithms for the detection of
different types of targets in RSIs and aerial images. Although there are a large number of studies
researching  on  this  topic,  different  approaches  are  applied  in  particular  scenarios.  As
tremendous achievements have been made by the depth model in the field of classification and
detection, we should focus on the design of general models to find a common method in the
field of RSI.

In this work, we present a framework called Quality Deconvolution Single Shot Detector
(QDSSD) to effectively achieve accurate  representation in image detection,  as illustrated in
Figure 2. The core idea of QDSSD is to coordinate VGG and a deconvolution net to learn more
about features that are complementary to each other, and thus, rich features will be extracted
from the raw images. In addition, in response to the deficiencies of the existing RSI datasets, we
propose an RSI dataset called CSUVideo, which contains low-quality and clear small targets.

2.Related Work

In this section, we mainly review the algorithm of object recognition and detection in the
natural scene, and emphatically introduce the object detection model based on deep learning
theory related to our work.

State-of-the-art CNNs-based object proposal and detection methods can be divided into
two groups: (i) region proposal-based methods and (ii) proposal-free methods. Object proposals
[1][2]considerably reduce the required amount of  computation compared to sliding window
methods[3]  in  detection  frameworks.  These  frameworks  can  be  classified  into  two  general
approaches:  traditional  frameworks  and  deep  learning  based  models.  Traditional  algorithms
mainly  attempt  to  generate  region  proposals  by  merging  multiple  clusters  or  by  scoring
windows that are likely to be included in objects[4]. These algorithms usually adopt features
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like geometric structures[5], color information[6], surface texture[7], surrounding environment
characteristics[8],  etc. Recently,  many  deep  neural  network-based  detection  models  have
achieved positive results. DeepBox[9] is trained with a novel four-layer CNNs to rerank region
proposals through a bottom-up method, named EdgeBoxes[6]. Girshick et al. propose region-
based convolutional network,  named R-CNN[10]. In this framework,  the convolution neural
network is responsible for the feature extraction of the image, and a few thousand independent
region proposals are adopted for object detection. Based on the Fast R-CNN[10], they replace
part of the candidate area with a region proposal network[11] (RPN) and integrate the model
into an end-to-end system for the overall training on the GPU. This network is called Faster R-
CNN[11]. Different from others, Redmon et al. propose a YOLO framework which omitted the
proposal-generated step, directly predicting candidate bounding boxes and class probabilities
from  images[12].  In  practice,  proposal-based  models  outperform  proposal-free  models
regarding detection recall  and accuracy.  Another  proposal-free method like YOLO is called
SSD[13]. SSD improves YOLO in several ways: (i) through the use of fully connected layers to
predict  categories  and  anchor  offsets  for  bounding  box  locations;  (ii)  through  the  use  of
convolutional feature maps in different sizes for prediction at different scales; (iii) through the
use of default anchor boxes and different aspect ratios for adjusting varying object shapes[14].

As for image classification problems, scholars have designed many effective performing
neural  network  architectures.  Many different  networks  have  emerged,  such  as  AlexNet[7],
VGG16[15], ResNet[16], InceptionX[17] and DenseNet[18]. Meanwhile, several regularization
techniques,  such  as  Dropout[19]  and Batch  Normalization[20],  have  also  been  proposed to
further enhance model capabilities. These networks can well capture the features in an image
and have the characteristic of strong feature expansiveness, which provides a good foundation
for target detection.

3.Datasets

There are many public RSI datasets, but the sizes of the datasets are limited-- the content
is not comprehensive, and annotation accuracy has yet to be verified. Therefore, it is necessary
to collect and summarize the remote sensing data from China generated in recent years. In this
section,  we  review  several  datasets  commonly  used  for  object  detection  and  describe  the
proposed CSU Video Dataset.

3.1 Existing Remote Sensing Target Datasets

Datasets Targets per
Class

Class Total Images Spatial Resolution(m) Year

TAS[21] 1319 1 30 0.3 2008

OIRDS[22] 1800 1 600 0.3 2009

WHU-RS19[23] 50 19 1005 ~0.5 2012

SZTAK-INRIA[24] 665 1 30 2 2012

SIRI-WHU[25] 200 12 2400 2 2016

VEDAI[21] ~300 9 2731 2 2015

RSC11[26] ~100 11 1232 0.2 2016

RSSCN[27] 400 7 2800 --- 2015

NWPU-RESISC[28] 700 45 31500 0.2~30 2016
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NWPU-VHR[29] 80~200 10 800 0.2~30 2014

CSU-RSI-VIDEO4 60~85 1 3000 0.7~1.1 2017

Table 1: List of RSI datasets in recent years. The Data Utilization Center of Technology and 
Engineering Center for Space Utilization, Chinese Academy of Sciences(CSU/CAS) annotates 
the Jilin No. 1 Star, which is a commercial video satellite and the International Space Station 
video data. Now, it is open to researchers worldwide.

3.2 CSUVideo: RSIs for Object Detection and Tracking

After analyzing the datasets, we find that many remote sensing datasets are now available
from  Google  Maps,  unmanned  aerial  vehicles  (UAV),  and  high-resolution  remote  sensing
imagery. Most of the data is processed to improve image quality. This data is a driving force for
target detection in RSIs, but these algorithms tend to be unacceptable when dealing with low-
quality,  complex  scenarios.  Note  that  Google  Earth  images  are  post-processed  using  RGB
rendering from the original optical  aerial images. Jilin No. 1 is China’s first  self-developed
commercial remote sensing video satellite system. It was developed by the Changchun Institute
of Optics, Fine Mechanics and Physics. Jilin No. 1 Optical A Star is China’s first self-developed
high-resolution Earth observation optical imaging satellite. It has a ground-pixel resolution of
0.72 meters in full color and 2.88 meters in multi-spectrum. It has a conventional push-scan,
large-angle side-swing, with three-dimensional, multi-band splicing and other imaging modes.
No. 1 Jilin Video Star’s ground-pixel resolution is 1.12 meters, mainly used to carry out high-
resolution video imaging technology test verification. We use the Jilin No. 1 video satellite data
to annotate and obtain the optical data in the real scene.

  
      (a) 41.734445N, 12.300862E                     (b) 28.2990977N, 77.29006E

  
      (c) 44.881944N, 93.221666E                    (d) 36.851111N, 10.22722E

Figure 1: Key Frame Image from Jilin No. 1 Commercial Satellite
We use the Jilin No. 1 Video satellite. Each video is about 30s, the video frame rate of 25

fps  (frame per  second)  and each frame size  is  .  Each frame of  video becomes  very vague
compared to high-resolution image data. In many cases, the annotator can only infer whether a
region is  a  potential  target  based on front-to-back frames information.  Based on the above
description, we classify the target according to the degree of cognition of the human eyesight.
The target is divided into: the airplane that can be observed directly by the personnel and the
airplane inferred from the surrounding context. The researchers can not only be part of the target

4https://pan.baidu.com/share/init?surl=qYkeefU
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detection data, but also can split the dataset used for target tracking. We will open the dataset to
global scientific research workers engaged in scientific research tasks in the near future.

4. Approaches

In this part, we compare the performance of the YOLO model to that of the QDSSD model
using the CSU-RSI-Video dataset. For the following three aspects, we have made improvements
to the  SSD detection model.  (i)  The ideal  of  HyperNet[4]  is  introduced to the  convolution
feature  extraction;  (ii)  using  feature  semantic  information  and  the  high-level  information
deconvolution  for  target  detection;  (iii)  through  the  deconvolution  of  the  characteristics  of
quality supervision and quality control.

Figure 2: Architecture of the Quality Deconvolution SSD

4.1 Hyper Feature

Initially,  a full  image is forwarded through the convolutional layers, and the activation
feature maps are produced. The hierarchical characteristics of different scales are integrated by
stacking and then compressing them into a uniform space, named Hyper Feature[4]. To integrate
multi-scale maps into the same resolution, we carry out different down-sampling strategies for
different scale layers. This allows the details of the bottom layer to be added directly to the
specified convolutional layer, providing detailed features for small target detection. In order to
enrich the detailed characteristics of the raw data,  we adopt  different  interpolation methods
(Bilinear,  Spline)  and  sampling  strategies  (MaxPool,  AvgPool)  to  obtain  the  convolutional
feature. Finally,  we  normalize  hyper  features  using  local  response  normalization[30](LRN),
batch normalization (BN) and concatenate them into  single output cube, which named Hyper
Feature Cube.

4.2 High-Level Information Participation Detection

We detect  that  the target  size is not  large, ranging from  to .  The high-level semantic
information of convolutional  neural  networks is  only slightly affected by the bottom of the
image, and it can provide invariant information. We will be the last layer network characteristic
of convolutional deconvolution in the new scale on target detection.

4.3 Control Convolution Feature Quality

Many researchers are constantly improving the network structure, using detection network
in different layers for target detection. However, if the quality of a convolution network can not
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be well  supervised,  then it  cannot  achieve better  detection results  in the complex detection
network. We minimize the mean square error of the characteristics of the C8, DC8, C7, and
DC9 layers  and control  the  quality of  the  high-level  deconvolution as  a  part  of  the  global
constraint.

5.Experiments and Results

The CSU-RSI-Video has  four  videos.  Each one is  about  30s.  The video is  taken at  a
specific  airport  where  the  scene  changes  slowly,  and  the  scene  contains  static  and  moving
objects. We take the first three videos as the training set, and the fourth video as the test set.
According to the reservoir sampling algorithm, the corresponding length of 1/5 data is taken for
each video in the training set. We use two algorithms to compare experiments in this data. One
is the traditional YOLO[12] model, and the other is the QDSSD model that we proposed. In our
experimental evaluation of QDSSD model, both training and testing were done on a Linux PC
with Intel(R) Xeon(R) CPU E5-2620 v3 @ 2.40GHz, a NVIDIA GeForce GTX TITAN X GPU,
and  128GB of  memory.  After  100,000  generations,  our  mean  Average  Precision  (mAP)  is
0.90227 in the category of airplane detection. We arrive at the following results.

               (a) Plane’s Precision                                 (b) Plane’s Recall
Figure 3: The accuracy and recall rate of Tunisia Airport video test data (IOU means 
intersection-over-union, PROB means the probability values of corresponding classes).

      
Figure 4: Our QDSSD model results. Schematic diagram of detection and recognition results

The red squares show the ground truth of the target, and the green squares show that the
model selected the box when the target recognition probability is 0.4.
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Figure 5: The original YOLO model results that were fine-tuned from the ImageNet 
dataset.Schematic diagram of detection and recognition results

6.Discussion

From the above results, we can see that the effect of the QDSSD model is better than that
of the original YOLO model. The YOLO model is very effective in target detection because it
uses  dimension  clustering,  fine  grained  features,  and  multi-scale  training.  However,  it  has
weaknesses. First, the YOLO model controls the amount of segmentation of the image grid by
adjusting the dimensions of the output vector of the fully connected layer through the prediction
of the target probability of each grid and the regression of the corresponding position. This will
limit  the  effect  of  detection of  the  YOLO in different  scales,  for  different  objects,  and for
different numbers of objects in the images. Second, the model does not have a single part of
location  regression.  It  stiffly maps  the  features  in  different  locations  through the  final  full
convolution layer, which is not effective for multi-target detection. Third, to adapt to multi-scale
objects, it has to transform the input data into multiple scales, which is a waste of resources.
Compared to the YOLO model, the QDSSD model has obvious advantages. It is optimized in
different feature layers, shares the parameters of the convolution layers, and can detect multiple
targets better than the YOLO model. We also consider the scale of small targets as being mostly
concentrated in the first few layers of convolution. To improve the robustness of detection, we
use a deconvolution network and hyper connections to control quality. In our experiment, we
implemented the QDSSD model. Through the global optimization of these three parts, we found
that it can detect small targets better than the YOLO model.
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