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Electroencephalogram (EEG) signal  recognition is an  active  research topic  in  the  field  of
artificial intelligence and has been gaining extensive attention and engineering communities.
This technology is an important basis of human computer interaction and many other fields. The
deep learning theory has  made remarkable achievements on feature extraction and gradually
extended  to  the  time  sequences  of EEG research.  This  paper  reviews  the  traditional  feature
extraction of  EEG  recognition  and  discuss  the  traditional  classification  methods  of  EEG
recognition such as linear discriminant analysis (LDA), support vector machine (SVM) and long
short  time memory (LSTM). Finally, this paper summarizes  advantages and disadvantages of
these  methods.  Through  the  feature  extraction  by  the  wavelet  transform  and  LSTM
classification, it has achieved 98%  accuracy and verified that LSTM is suitable for EEG signal
with time sequence feature.
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1. Introduction

Electroencephalogram (EEG) is a non-stationary signal which has strong randomness with
weak intensity and  strong background noise. It needs some processing techniques to extract its
features.  There  are  many  feature  extraction  methods  of  EEG  includingthe  most  common
methods  such  as  time-frequency  analysis,  Fast  Fourier  transform (FFT),  wavelet  transform
and Autoregressive  model  (AR) methods.  The  key  to  the  Brain  Computer
Interface (BCI) system is to identify EEG features quickly and accurately. At present, there are
several  common  EEG  classification  methods,  such  as Linear  Discriminant  Analysis (LDA),
Support  Vector  Machine (SVM) and Softmax[1].  These methods do not  utilize  the  temporal
characteristics of EEG signals, so the effect of classification still needs to be improved.

In the deep learning field, the input of recurrent neural network (RNN) model not only
includes  the  input  of  the  current  time,  but  also  the  input  of  the  hidden  layer  data  of  the
last moment.  Therefore,  RNN  has  the  memory  storage  function,  which  can  be  used  for
time sequences analysis. The recurrent neural network (LSTM) model resolves the problem of
gradient vanish and gradient explosion, and can be used for long-distance sequence information.
At  present,  the  LSTM type  RNN model  has  been  widely used  in  the  fields  of  voice  and
video, but has not been widely used in the field of EEG. EEG signal is a kind of time-domain
signal.  The  EEG  feature  extracted  by  wavelet  transform  retains  its  time-domain  features.
Experiments show that using LSTM classifier to classify EEG signal can make full use of the
time-domain information of EEG features, and thus improve the accuracy of EEG classification
which can achieve 98% accuracy and provide an effective idea for EEG recognition.

2. EEG Feature Extraction Method

EEG  signal  is  very  weak,  and  it  has time-domain  characteristics,  frequency  domain
characteristics, time-varying sensitivity and large differences between each individual., It is a
typical  non-stationary  time-varying  signal.  The  key  of  BCI  system is  how  to  identify  and
classify  EEG  quickly  and  accurately,  and  the  result  of  feature  extraction  will  affect  the
classification result directly; therefore, the key to improve the accuracy of EEG classification is
to select the feature extraction method. Currently, the common EEG feature extraction methods
are shown as follows:

(1) Time Domain Analysis Method
The time domain analysis method  mainly analyzes the geometric properties of the EEG

wave  form,,  such  as  amplitude,  mean  value  and  variance,  etc..  Common analysis  methods
include histogram analysis, analysis of variance, correlation analysis and AR model [2], etc..

(2) Frequency domain analysis method
The  method mainly uses  the  Fourier  Transformation (FT) and other  frequency domain

analysis methods to extract the frequency characteristics of EEG signals, which can make full
use of the frequency characteristics of EEG signals. The commonly used methods include Fast
Fourier Transformation (FFT) and spectral estimation, etc.;. however, studies have shown that
EEG  signals  are  non-stationary  time-varying  signals.  The  time-domain  analysis  and the
frequency-domain analysis methods can’t extract the features of EEG signals effectively.

(3) Time-frequency domain analysis method
The method of mapping the time-domain signal or frequency-domain signal to the time-

frequency two-dimensional signal is called the time-frequency domain analysis, which reveals
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the frequency distribution of the EEG signal and the law of each frequency component changing
with  time.  This  method  can  overcome  the  problem of  non-stationary  and  non-linear  EEG
signals, but a single time-domain analysis or frequency-domain analysis can’t solve the problem
. At present, this method is widely applied to the feature extraction of EEG signals, which has
also achieved high classification accuracy. However, EEG has obvious individual differences.
EEG  signals  of  different  people  and  EEG  signals  of  different  time  periods  of  the  same
individual have great differences. This method cannot extract the features of EEG signals self-
adaptive and it also has some limitations.

(4) Spatial domain analysis method
Different  thinking  activities  of  the  brain  lead  to  various neural  electrical  activities  in

different  regions  of  the  cerebral  cortex.  This  method  can  take  advantage  of  the  spatial
distribution  of  the  brain  to  extract  the  spatial  features  of  EEG,  and  is  one  of  the  general
methods for extracting EEG features. Common spatial method refers to the  Common Spatial
Pattern (CSP) ,  etc..  However,  this  method  cannot  extract  EEG  features  self-adaptive  and
requires a large number of leads at the same time, which limits its application in online EEG
analysis.

3. EEG Classification Algorithm

In the general BCI systems, the classification of EEG features quickly and accurately is the
key to the BCI system. There are several classification methods which have bee used widely.

3.1 Linear Discriminant Analysis(LDA)

Ronald A. Fisher proposed the linear discriminant analysis method in 1936 (the Use of
Multiple  Measurements  in  Taxonomic  Problems),  which  is  used  to  solve  the  classification
problem. The original LDA was applied to the dichotomous problem and  promoted as "multi-
class  linear  discriminant  analysis"  or  "multiple  discriminant  analysis" gradually.  LDA is  a
classical statistical analysis method, which is a supervised linear classification method. In the
pattern classification and machine learning practice, it is often used for dimension reduction
steps in data preprocessing. This method maps the dataset to a lower dimension space under the
premise  of  ensuring  the category  discrimination  in  order  to reduce  the  computational  cost
and avoid  over-fitting.  Moreover,  the  calculation  principle  is  simple,  robust  and  has  good
generalization ability. However, this method is not suitable for non-linear and non-stationary
EEG signal recognition because it is suitable for linear signal analysis.

3.2 Support Vector Machine(SVM)

The original SVM algorithm was invented by Vladimir N. Vapnik and Alexey Ya, the
currently standardized SVM algorithm was proposed by Corinna Cortes and Vapnik in 1993. As
its full name is “support vector machine”, called as SVM, it is a kind of dichotomous model,.
The basic model is defined as the feature domain of the largest linear classifier and the learning
strategy is larger intervals. Finally, it can be transformed into a convex quadratic programming
problem.

Compared with other traditional pattern recognition algorithms, this method has obvious
advantages in solving nonlinear, small sample and high-dimensional mode tasks, and it has good
generalization and classification accuracy. SVM has become a research hotspot in the field of
machine  learning  and  is  used  widely  in  the  recognition  of  EEG.But  using SVM  as  EEG
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classifier cannot make full use of EEG's time-domain information. In 2016, Parvez et al. used
the related potential of the 6-lead EEG as the eigenvector, and then classified it by SVM, which
achieved an accuracy of 91.95% [3].

3.3 BP(Back Propagation,BP)Neural Network

In 1943, Psychologist Warren Mcculloch and mathematical logicist Walter Pitts proposed
the  concept  of  artificial  neural  network, and  presented  the  mathematical  model  of  artificial
neuron in a collaborative paper[4], which initiated the research on human neural network era.
Until 1957 Frank Rosenblatt firstly proposed a machine that modeled human perception and
callsed  it  Perceptron  [5].,  whichn  is  a  neural  network  with  single-level  computation  unit
consisting of linear components and threshold components. THe perceptron logic diagram is
shown in Figure 1.

 

 

 

Figure 1: Perceptron Model
Although  the  perceptrons have good  classification  effects,  but  the  perceptrons can  not

handle many pattern recognition problems. In 1969, Marvin Minsky and Seymour Papery[6]
analyzed  the  computational  limitations  of  single-layer  perceptrons, proved  that  the
perceptrons can not solve linearly inseparable problems such as simple exclusive-OR (XOR).
Since the single-layer perceptron can not solve the classification problem, a hidden layer is
added between the input  layer  and the  output  layer  of  the  single-layer  perceptronso  that  it
can form a multi-layer perceptron (MLP). MLP structure is shown in Figure 2.

 

 

 

 

 

Figure 2: Multi-layer Perceptron Structure
Until  1982,  the  Hopfield  Network  is  proposed  by John J.  Hopfield  of  the  California,

Rumelhart and McCelland's team proposed the "parallel distribution processing." Both of these
achievements have rekindled the interest in the artificial neural networks, reopened the research
on intelligent computers that imitate brain information processing. The latter analyzed the Error
Back Propagation algorithm of MLP  with non-linear continuous transformation function. It’s a
test of Minsky's assumption of multi-layer network. The error back propagation is called the
back  propagation  algorithm (Back  Propagation  algorithm,  BP)  [7].  The  BP algorithm was
designed by this idea, shown as follows: the learning process consists of two processes: the
signal forward propagation and the error back propagation.
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1)  In  the  forward  propagation,  the  input  samples  are  input  from the  input  layer  and
processed by the hidden layer layer by layer, and then transmitted to the output layer. If the
output layer of the actual output and the predict output do not match, then go to the error of the
back propagation phase.

2) In the case of back propagation, the output is relayed layer by layer through the hidden
layer to the input layer in some form, and the error is distributed to all cells on each layer to
obtain the error signal of each layer of the unit, and the error signal is used as the correction the
weight of each unit.

The  neural  network  combined  with  BP algorithm  is  called  BP neural  network.  The
problem in BP neural network is that Gradient Diffusion easily occurs due to the adjustment of
weights based on local gradient descent. The nonconvex objective cost function leads to the
solution  getting  into  the  local  optimum.  Moreover,  when  the  nembers of  network
layers increase, this situation will be more and more serious. The emergence of this problem
restricts  the  development  of  neural  networks.  Experiments  show  that  the  eigen-values  are
extracted from the wavelet transform. With these eigen-values as training data are trained by the
BP neural network. The results show that the classification accuracy of EEG signals by BP
neural network can reach 93.2% [8].

4. Analysis based on Deep Learning

The concept of deep learning originates from the artificial neural network as a general
term of learning algorithms based on deep neural network (DNN). It is a hot research topic in
machine learning in recent years. In 2006, Geoffrey Hinton advanced the deep learning and the
improvement of the model training method, which broke the bottleneck of BP neural network.
Hinton [9] proposed a layer-by-layer pretraining algorithm in Science. He solved the problem
thatit is hard to train the traditional BP algorithm when the number of layers increas. In this
sense, he also opened the wave of deep learning research. 

From MLP to neural network to deep learning, the development of deep learning is not
easy. Until 2006, Geoffrey Hinton proposed a deep belief network [10]consisting of a series of
Restricted Boltzmann Machine (RBM) [11]. It proposed an unsupervised greedy layer-by-layer
training algorithm, followed by the Deep Boltzmann Machine (DBM) as proposed by Ruslan
Salakhutdinov [12], which has rekindled the attention of the artificial intelligence community to
the neural networks and the Boltzmann machines. According to the latest research progress, as
long as the data is large enough and the hidden layer is deep enough, the deep learning can
achieve good results even without pre-training. This reflects the intrinsic connection between
big  data  and  deep  learning.  In  addition,  although  the  advantages  of  deep  learning  lie  in
unsupervised  learning,  it  can  also  be  used  in  supervised  situations.  In  fact,  the  supervised
convolutional neural networks [13] are used widely and even beyond DBM.

4.1 Convolutional Neural Networks Feature extraction

The image processing is the earliest application of deep learning. As early as in 1989, Yann
Lecun proposed the Convolutional Neural Networks (CNN), which was a deep neural network
model that contained convolutional layers. Usually a convolutional neural network architecture
consists of two nonlinear convolutional layers that can be trained, two fixed sub-sampling layers
and a fully connected layer. The number of hidden layers is generally at least five or more. 

The deep convolutional neural network learns data features layer by layer through multiple
serial convolutional and pooled layers. The network structure is shown in Figure 3. When the
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input  data is  a two-dimensional  image,  as the convolution operation can deal  with the two-
dimensional topological structure directly, the number of weights can be reduced, the feature
extraction and the pattern classification can be facilitated.  The outputs of  the  convolutional
layers  are  often  discretized  and  normalized,  and  are  called  feature  maps,  each  of  which
corresponds to a feature map. The feature map inputs into the pooling layer which approximates
to a spatial sub-sample. Processing by the pooling layer can reduce the resolution of the output
feature map and reduce the sensitivity of the CNN to position changes of the object in the input
image so that it has a certain degree of anti-distortion ability. The convolution neural network
with its convolutional operation, convolution kernel sharing and subsampling structure in the
image  processing has  inherent  advantages:  its  strong robustness  and self-learning ability to
handle complex two-dimensional signal recognition problem.

Figure 3: CNN Structure

Since  CNN was proposed,  there was no qualitative improvement and breakthrough in
image recognition. Until in 2012, Hinton constructed a profound neural network to go to the
astonishing achievement. Thanks to the improvement of the algorithm, the concept of weight
attenuation has been introduced to the network training, which has thus effectively reduced the
weight range and prevented the network from over fitting. The current deep learning network
models have been able of understanding and recognizing general natural images. However, the
EEG signal contains a large amount of time-frequency information. And the CNN model can
hardly  obtain  a  good  classification  result  if  the  information  can  not  be  fully  utilized.
Experiments  show  that  the  CNN  model  solves  the  classification  of  EEG  signals,  but  the
classification result is not very satisfactory, and the recognition accuracy is only 88.75% [14].

4.2 LSTM Type RNN

4.2.1 Recurrent Neural Network 

In the deep learning field, the traditional MLP perform well and has created records for
many different tasks - including handwritten digit recognition and target classification. In spite
of this, the MLP can still achieve very limited functions. However, when analyzing logically
input sequences, the information sequences contain a large amount of content. The information
has complex temporal correlation and the information length varies. In 1986 and 1990, Jordan
and Elman proposed the Recurrent  Neural  Network  (RNN) respectively.  The input  of  each
moment includes not only the input data of the current moment but also the hidden layer unit
data of the previous moment. The key point is that the current hidden layer of the network will
retain  the  previous  input  information,  used  to  make  the  current  network  output.  The
RNN structure is shown in Figure 4.
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Figure 4:RNN structure

The process of RNN forward propagation is as follows：

S t=tanh (Wx+US (t−1))                            (4.1)

y t=Softmax(VS t)                                                             (4.2)

S is the incentive for the intermediate layer to be saved at a certain moment，W is the
input excitation parameter, U is the state at different moments,  who  is  the predicted value at

time t. The loss function of RNN is calculated as   follows：
                                               

E t( yt , y̌ t)=−y t logy̌ t                                             (4.3)

E ( y , y̌ t)=Σ E t( y t , y̌ t)=−Σ y t log y̌ t             (4.4)

E t is the loss function (cross-entropy) at the time t, and the loss function is calculated

to back propagate the errors along the time direction to optimize the neural network parameters.
With the traditional neural network, the gradient descent method is used to optimize the

parameters and calculate the derivative of the loss function on the parameters. Since each output
has an impact on the parameters, the derivative of the parameters is the sum of the output of

each output parameter derivative：

   ∂ E /∂ w=Σ ∂ Et /∂ w                                                    (4.5)

There are many loss functions. Taking E3 as an example, E3 is affected by time t0-t3, and
the  chain  rule  is  used  to  forward  the  gradient.  Therefore,  the  back propagation  of  E3  is

optimized for the parameters t0-t3. The optimization process is shown in Figure 4：

gradient ΔS3=∂ E3 /∂ S3                                            (4.6)

Since E3 is jointly determined by x, w at the time t0-t1, the determination of Δw takes

into account the derivative of w at each time for E3：    

                ∂ E3 /∂ w=Σ (∂ S i /∂ S(i−1))(∂ S k /∂ w)Δ S3              (4.7)

Let U=∂ S i /∂ S (i−1) , U>1 will face the problem of gradient explosion, U<1 will lead

to the problem of gradient vanish, which make the expansion of RNN training of too much
stratospheric instability, so RNN losses the ability of long-term memory.

4.2.2 Long Short-Term Memory
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In order to solve the problem that long-term memory can not be achieved due to gradient
disappearance or gradient  explosion in RNN network.  In 1997,  Hochreiter  & Schimidhuber
proposed the Long Short-Term Memory (LSTM) to improve the traditional RNN. A LSTM unit
is shown in Figure 5:

 

 

 

 

 

Figure 5:A LSTM Unit

The LSTM unit calculation is shown as follows:

5.Forget Gate

The state h(t−1) before new input x t determines the part of the information C can be

discarded, f t and  C(t−1) were  operated,  removal part  of  the  information. σ operator

represents  the  sigmoid  operation ， 0 represents  discard ， 1 represents  save ， used  to

determine parameter C(t−1) changes. The formula is shown as follows:

f t=σ (w fx xt+w fh h(t−1)+w fc C (t−1)+b f )                               (5.1)

w fx ,w fh , w fc respectively correspond to the forget gate, the last moment LSTM unit

forget gate and the  weight of last moment forget gate unit, b is the bias. 
Input Gate：

The state h(t−1) before new input x t is to determine the saving of the information C,

and the input gate it is calculated as per the formula as follows：

it=σ (w ih h(t−1)+wix x t+wic C (t−1)+bi)                                (5.2)

it is the control parameter of the coefficient C t when the new information is added

and  used to update C; w ix , wih ,w ic respectively correspond to the input gate, the last time

LSTM unit input gate and the previous time input gate memory unit weight, b is bias.
Update Control Parameters：

Based on the old control parameter c(t−1) and the newly generated control parameter, the

final control parameter is：

C t= f t∗C (t−1)+i t∗C t                                                    (5.3)

In Formula  4-10,  the  memory unit  update  depends on  its  own state  C(t−1) and the

current candidate memory cell value C t .  It is adjusted by both the input gate and the forget

gate.
Output Gate：

The LSTM output is generated according to the control parameter C t ：

Ot=σ (w xo x t+whoh(t−1)+w coC (t−1)+bo)                              (5.4)
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Ot is  the  state  value  of  the  control  memory  unit ， wox , woh , woc represent  the

corresponding  output  gate,  the  last  moment  LSTM  unit  output  gate  and  the  last  moment  output
gate memory unit weight, b is the bias.

h t=ot∗tanh (C t)                                                          (5.5)

Through using the gated design, LSTM can effectively mitigate the problem of gradient
disappearance  of  RNN,  which  makes  the  RNN  model  to  be  effectively  applied  to  long-
distance sequence information.

Finally, the LSTM type RNN classifier is used to classify the EEG signals after wavelet
transform.  Experiments  show that  this  method can  make  full  use  of  EEG signal  and  EEG
features in time domain, which has improved the accuracy of EEG classification and achieved a
classification accuracy of 98% [15]. It provides a feasible idea for EEG recognition.

Figure 6: Experiment Result by Using LSTM

6. Conclusion

In  this  paper,  we  summarize  the  feature  extraction  and  classification  methods used
widely for  EEG signal  recognition,  and  introduce  the  LSTM classifier.  Compared  with  the
traditional LDA, SVM and CNN, the LSTM classifier is superior to the traditional classifiers in
terms of accuracy and generalization ability. The recognition accuracy of LSTM classifier can
achieve 98%.  
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