Computer time optimization in Extensive Air Shower simulations.
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The computation time used by the Extensive Air Showers (EAS) simulators is an important variable to be considered when generating shower simulated libraries. The thinning method implemented in the EAS simulator codes has been a fundamental tool when the computational resources were limited, nevertheless at present the computers allows to perform more calculations in a shorter time. Computer tools are such that the use of thinning nowadays is an option that can be avoided and one can perform simulations without it, achieving the totality of the information generated along the EAS development. This, anyway, imply the use of the maximum calculation time, on the other hand, it is always more efficient to have the option that allows a less time consuming, useful for example in the first stages of an EAS simulation analysis. It thus arise, naturally, the question about what is the optimal thinning that should be applied to perform the required EAS simulation, minimizing computer error and fluctuations. We present an analysis of the convergence of the fluctuations of the observable of interest as a function of the thinning used, which allows to find the suitable thinning value and the number of simulated EAS needed in order to get the required observables with a value that guarantee the minimization of its artificial fluctuations. We prove that the computation time can be optimized in a controlled way that allows to know which are the minimum numbers of EAS to average, the thinning value to be considered, which will allow to obtain a convergent value of the desired physical observable related to the fluctuations between EAS.
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1. Introduction and background

Two decades ago Hillas presented his well know thinning method [1], proposed with antelation [2], to solve the problem related to manage, track and store the huge amount of information from secondary particles produced by an extensive air shower.

The computation time required to perform an EAS simulation is a determining variable that needs to be considered when performing studies or generating shower simulated libraries, as it would rise proportionally to the primary energy, this will lead to a huge and sometime prohibitive amount of processing time.

The thinning method implemented in the EAS simulator codes has been a useful tool when the computational resources were limited, nevertheless at present the computers allows to perform more calculations in a shorter time. Computer tools are such that the use of thinning is an option that could be avoided and one can perform simulations without it, achieving the totality of the information generated along the EAS development. This anyway imply the use of the maximum calculation time, on the other hand, is always more efficient to have the option that allows the less time consuming as a function of the specific analysis of interest.

In this two decades improvements to the original thinning method have been made, as the statistical thinning [3], different procedures to unthinnig, dethinning or resampling [4, 5] all with the aim of replacing the information lost in thinning, and a few revisions have been written [6, 7]. The improvement of computing and storage capacities has made it possible to increase the maximum energy at which the full simulation of EAS without thinning [8, 9, 10] can be performed, eventually parallelizing it [11, 12] on different cpu, optimizing the storage processes and making possible the comparison of the results against the same simulations with thinning.

The application of the thinning procedure induce the production of artificial or unphysical fluctuations on the observables values of the simulates showers. This kind of fluctuations are different from (and can hamper) the physical or experimental ones (table 1), however it is possible to quantify how the artificial ones are hiding the information of the physicals [13, 14]. The aim of this work is to provide a simple way to obtain an answer to the following question: Given a specific computer hardware and a defined calculation time, what are the optimum thinning to use and the appropriate number of shower in order to obtain the optimum value which minimize the artificial fluctuation and the root mean square error (RMSE)?

<table>
<thead>
<tr>
<th>Physical fluctuations</th>
<th>Experimental fluctuations</th>
<th>Artificial fluctuations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth of first interaction; Multiplicity, inelasticity, etc., (in first interaction); Secondary interactions.</td>
<td>Detector response; Sampling fluctuations.</td>
<td>Thinning; Un-thinning.</td>
</tr>
</tbody>
</table>

Table 1: Classification of the fluctuations in a simulated shower, arising from different sources, physical processes, measurement process, and the artificial ones due to the thinning algorithm.
2. The process and its computer related issues

The method consist in an approach based on the balance between the efficiency desired and the expected precision of the results which permits to avoids the characterization of the full set of variables that determines the performance of the computer hardware available and permits to optimize the computing time. This is achieved producing several sets of generated EAS with a decreasing thinning value, comparing the artificial fluctuations between them and monitoring the decreasing errors, the corresponding fluctuation of the observables and the computing time, until the reach of a set of values of thinning, fluctuation, computing time, that meet the desired requirements. By this way one can optimize quickly the efficiency of the computer hardware available, without the necessity of external resources, like performance tests on hardware, software benchmarks, hardware and/or software (operating system and its very own tools) fine-tuning.

The starting point, is getting the data to plot the value of a specific observable with a very fast thinning runs (which depends on the computer resources available) and a relative high number of EAS to simulate, until obtain a certain convergence. The following steps are to proceed to improve the thinning and reduce the number of EAS in different ways.

We will first illustrate the procedure through an application used by the authors as a part of a work previously done [15], and we will later analyze and generalize it. Using the Aires shower simulator [16] in a 8MB, Intel Core i7, 2.9GHZ, 4 cores computer machine, we generate showers produced from a proton, as a primary particle, of 10 EeV of energy and a zenith angle of 0 degrees.
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**Figure 1:** Computing efficiency characterization generated through the generation of 28 different libraries of the same event for different number of showers and thinning

In figure 1 we report the execution times needed to generate 28 different libraries of the same event, with 4 different thinning values (from $10^{-3}$ to $10^{-6}$) and 7 distinct amounts of showers (from 1 to 1000). We will demonstrate later that only one point with an adequate thinning is enough to approximately generate the same plot.
By inspection is easy to realize that for a given computing time there may be more than one and up to four (the totality of the available sets) different thinning values, for which the tasks are performed in the same given time, obviously through the production of distinct amounts of showers. For a given computing time, the number of showers increase one order of magnitude in correspondence of a one order of magnitude decreasing of thinning. It is useful to establish a criterion that allows to select, for a given time, the most efficient combination of the numbers of showers and thinning according to the study of the desired observables. In a larger analysis [17] we have found that this criterion is not absolute but depends on the observable that are being studied, as in the example that will follow. Here we present a case related to the study of the lateral profile of the density of different particles for specific inputs.

The linear behavior (in logarithmic scale) of the graphs of figure 1, allows to easily extrapolate the full behavior, its computing times, of the hardware available for any value of the thinning and the number of showers, through the knowledge of only one point. Let \( m \) be the value of the slope of one of the lines plotted in 1 are described by an equation

\[
Y(X) = mX + Y(0)
\]

then these variables will correspond to the equivalent equation

\[
\log y(x) = m \log x + Y(0)
\]

which can be rewritten as

\[
y(x) = ax^m
\]

with \( Y(0) = \log a \). Being the logarithms in base 10 in our case. The (logarithmic) slope, \( m \) is related to the load efficiency of the computing system, if the system response to load increments is linear then \( m \) will be equal to 1. This means that, for a given thinning if the computing time for a set is \( T \), then the computing time for 2 sets will be 2\( T \). The above hypothesis is not always completely true [17], since it depends on the efficiency in which the software is managing the system. In this case we assume a value of \( m = 1 \).

Given the computing time \( T_{N_\varepsilon} \) required to generate a set of \( N_\varepsilon \) showers with a thinning \( \varepsilon \), from equation (2.1) one obtains the expression for the approximate time necessary to generate \( xN_{10^n\varepsilon} \) showers with a thinning \( 10^n\varepsilon \) is

\[
T_n(x) \simeq 10^n T_{N_\varepsilon} x.
\]

The value 1 for the exponent of \( x \) is related, as already mentioned, to the linearity of the efficiency of the computing system. The fact that a variation in thinning, \( \varepsilon \), by a factor of \( 10^n \) is reflected by the same factor \( 10^n \) in the computing time, is the consequence that this variation implies an increase (reduction) in the same proportion to the amount of particles that the simulator is tracking in the calculation of the shower.

Once the efficiency of the system is determined, is it possible to determine which combination is the most suitable (the efficiency) for the type of study being performed. The different combinations of numbers of showers and thinnings reflects respectively on the values of the RMSE and the artificial fluctuations between one set and another, but this will depend on the observables being studied.
To illustrate the above we will compare how two distinct observables, the lateral distribution of muons in figure 2 and the lateral distribution of all charged particles in figure 3, have different fluctuations and RMSE although they have been generated with the same 4 libraries with different numbers of showers and thinning, but under similar execution times.

Figure 2: Lateral distribution of the density of muons for different numbers of showers and values of thinning but equivalent computing times

Figure 3: Lateral distribution of the density of charged particles for different numbers of showers and values of thinning but equivalent computing times

It can be observed that, specially in the case of muons, which have lower statistics, there are results that by the small number of showers present a higher RSME although with a better
thinning (value of $\varepsilon$ smaller). From the inspection of figure 2 the choice of the value of $\varepsilon = 10^{-6}$ would be ruled out while if the study is oriented to all charged particles, any combination could be considered.

Figure 4: Lateral distribution of the density of muons for different numbers of showers same thinning minimizing the shower to shower artificial fluctuations

Figure 5: Lateral distribution of the density of charged particles for different numbers of showers same thinning minimizing the shower to shower artificial fluctuations

The second optimization shown in figures 4 and 5 relates processes, increasing the computing time, for a given thinning, varying the amount of showers to be averaged. The shower to shower
artificial fluctuation allows to determine for which values the convergence of the observable studied is sufficient and optimizes the resources of computation available, mainly the time.

Again if the study relates in particular to the lateral density of muons, it is immediately observed that from the production of 100 showers the artificial fluctuations and the RMSE are sufficiently reduced and no further investment of computation time is required to average one More rain, which in this case would involve a saving of a factor of 10 in the computation time that will be invested in the generation of other necessary libraries (for example with other zenith angles).

If the study refers to the lateral density of muons, from figure 4 one observes that starting from the production of 100 showers the artificial fluctuations and the RMSE are sufficiently reduced and no further investment of computation time is required to average an higher number of showers. In this case this would mean a saving, compared to the slower option, of 90% in the computation time.

A result similar to the previous one is obtained from the inspection of figure 5, in this case the computation time could be even lower since a number of showers greater than 10 but less than 100 will be sufficient. This represents a saving of time of computation much greater than 90% compared to the slowest option studied.

3. Summary and conclusion

We presented a method that allows reduce the artificial fluctuations and the RMSE of the observables that are studied until the reach of an optimum value, minimizing at the same time the investment of computational time necessary.

The method consists of three steps, the first being to characterize the efficiency of the available computer equipment, for a given event, through the measurement of a process that can be of the duration of a few minutes. This allows through equation (2.2) the generation of any of the graphs of figure 1 and therefore the prediction of computation time of any magnitude as a function of the thinning and the number of showers to be generated.

The second step allows to discard values of the set of thinning and number of showers that are not appropriate for the study that is desired to be done. With the third step one directly minimize the artificial fluctuations through the recognition of the asymptotic behavior of the value of the desired observable, as a function of the number of showers generated.

The method and example presented shows how this allows drastically a decreasing in the computing time when compared to times that are normally used.
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