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In this contribution to the proceedings of Loops and Legs in Quantum Field Theory 2018, we discuss some recent developments in the calculation of multiloop Feynman integrals which evaluate to functions beyond multiple polylogarithms.
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## 1. Introduction and motivations

In the last years it has become clear that functions beyond multiple polylogarithms are ubiquitous in particle physics. They made their first appearance already in 1962 in the calculation of the two-loop QED corrections to the electron self-energy by A. Sabry [1], and as of today have shown up in diverse two-loop corrections in QCD and EW theory, as soon as enough scales and (in particular) massive virtual particles are considered [2-20]. It is for this reason that developing tools to handle these functions analytically and numerically will be essential for the success of the ambitious physics program to be carried out at the LHC.

In order to trace the origin of these functions in Feynman integral calculations, it is useful to start from the by now renowned method of differential equations [21-24]. The method is based on the existence of integration-by-parts identities (IBPs) among Feynman integrals [25, 26], which allow the reduction of large families of Feynman integrals to small groups of master integrals (MIs). One can then use the IBPs to derive differential equations in the kinematic invariants and the masses for the MIs, which often turn out to be easier to solve compared to a direct integration over the loop momenta of the MIs. If we call $\vec{I}(d ; \vec{x})$ the vector of the, say, $n$ distinct MIs, where $d$ is the number of space-time dimensions and $\vec{x}$ is the vector of the Mandelstam invariants, the differential equations take the schematic form

$$
\begin{equation*}
\frac{\partial}{\partial x_{k}} \vec{I}(d ; \vec{x})=C_{k}(d ; \vec{x}) \vec{I}(d ; \vec{x}), \tag{1.1}
\end{equation*}
$$

where the $C_{k}(d ; \vec{x})$ are $n \times n$ matrices whose coefficients are rational functions in $d$ and the $x_{j}$. Now, the components of the vector of MIs $\vec{I}(d ; \vec{x})$ should be subdivided as follows

$$
\vec{I}(d ; \vec{x})=(\vec{m}(d ; \vec{x}), \vec{s}(k ; \vec{x}))
$$

where $\vec{m}(d ; \vec{x})$ are the $N$ master integrals with the largest number of propagators and which correspond to the topology under study (for example, a double box), while $\vec{s}(d ; \vec{x})$ are the $M$ "simpler" MIs, i.e. integrals with fewer propagators, also referred to as sub-topologies. Of course $n=N+M$. The differential equations then, written for the components of the vector $\vec{m}$, look as follows

$$
\frac{\partial}{\partial x_{k}}\left(\begin{array}{c}
m_{1}(d ; \vec{x})  \tag{1.2}\\
\vdots \\
m_{N}(d ; \vec{x})
\end{array}\right)=h(d ; \vec{x})\left(\begin{array}{c}
m_{1}(d ; \vec{x}) \\
\vdots \\
m_{N}(d ; \vec{x})
\end{array}\right)+\left(\begin{array}{c}
\sum_{j=1}^{M} n h_{1 j}(d ; \vec{x}) s_{j}(d ; \vec{x}) \\
\vdots \\
\sum_{j=1}^{M} n h_{N j}(d ; \vec{x}) s_{j}(d ; \vec{x})
\end{array}\right)
$$

where $h(d ; \vec{x})$ is the homogeneous matrix while $n h_{j}(d ; \vec{x})$ are the non-homogeneous contributions. Loosely speaking, the homogeneous part of the system constitutes the main source of complexity in the solution of Eq. (1.2).

Quite schematically, the solution of the differential equations proceeds as follows. First, we expand the differential equations for $d \sim 4$, which is the physical number of dimensions we are interested in. ${ }^{1}$ In doing this, up to possible rescaling of some of the master integrals by powers of $(d-4)$ and neglecting the subtopologies for simplicity, we are left with equations in the form

[^1]\[

$$
\begin{equation*}
\frac{\partial}{\partial x_{k}} \vec{m}(d ; \vec{x})=h^{(0)}(\vec{x}) \vec{m}(d ; \vec{x})+(d-4) h^{(1)}(\vec{x}) \vec{m}(d ; \vec{x})+\mathscr{O}\left((d-4)^{2}\right) \tag{1.3}
\end{equation*}
$$

\]

where $h(d ; \vec{x})=h^{(0)}(\vec{x})+(d-4) h^{(1)}(\vec{x})+\mathscr{O}\left((d-4)^{2}\right)$, and the $h^{(j)}(\vec{x})$ are $N \times N d$-independent matrices. Formally, a solution of the system above requires finding an $N \times N$ matrix $G(\vec{x})$ of homogeneous solutions such that

$$
\begin{equation*}
\frac{\partial}{\partial x_{k}} G(\vec{x})=h^{(0)}(\vec{x}) G(\vec{x}) . \tag{1.4}
\end{equation*}
$$

Then, by rotating the basis of master integrals $\vec{m}(d ; \vec{x})=G(\vec{x}) \vec{f}(d ; \vec{x})$, we find that

$$
\begin{equation*}
\frac{\partial}{\partial x_{k}} \vec{f}(d ; \vec{x})=(d-4) G^{(-1)}(\vec{x}) h^{(1)}(\vec{x}) G(\vec{x}) \vec{f}(d ; \vec{x})+\mathscr{O}\left((d-4)^{2}\right)+\text { subtopologies } \tag{1.5}
\end{equation*}
$$

which, by expanding also the vector of master integrals in $(d-4)$ gives

$$
\vec{f}(d ; \vec{x})=\sum_{n=0}^{\infty}(d-4)^{n} \vec{f}^{[n]}(x)
$$

allows one to formally write the solution for the Laurent coefficients of the MIs around $d=4$ as iterated integrals, i.e. at a generic order $n$ we have

$$
\begin{equation*}
\vec{f}^{[n]}(\vec{x})=\int d x G^{-1}(\vec{x}) h^{(1)}(\vec{x}) G(\vec{x}) \vec{f}^{[n-1]}(\vec{x})+\text { subtopologies } \tag{1.6}
\end{equation*}
$$

Note that above we have assumed that all MIs are properly normalized such that their Laurent expansion in $d \sim 4$ starts at order $(d-4)^{0}$. Eq. (1.6) remains rather formal and unilluminating, at least until we can clarify two substantial points:

1. How do we get the matrix $G(\vec{x})$ in general?
2. Given the matrix $G(x)$, what are the functions defined by the iterated integrals above?

In what follows we will try to give an answer these two questions, at least in some special cases of Feynman integrals of direct practical interest for phenomenological applications and which cannot be evaluated in terms of the by now standard multiple polylogarithms (MPLs) [27-30].

## 2. Homogeneous solutions and unitarity cuts

The answer to the first question turns out to be very simple and, at least in principle, very general. Indeed, finding a complete set of solutions of a generic system of differential equations of the form of Eq. (1.4) is a non-trivial task, at least if the matrix $h^{(0)}(x)$ is not in triangular form. The crucial observation is that Eq. (1.4) is not "any" system of differential equation, but instead it is satisfied by construction by a family of Feynman integrals. So the question becomes, can we use physical information of the Feynman integrals in order to infer the homogeneous solution? The answer turns out to be yes. In particular, one can show that the so called maximal-cut of the


Figure 1: The two-loop sunrise graph

Feynman integrals under consideration provides the full set of homogeneous solutions required to construct the matrix $G(\vec{x})$ [31-34].

The simplest example of this very general idea was worked out for the first time in the case of the two-loop massive sunrise graph in ref. [5], see Fig. 1. We will use this case as exemplification of the idea. It is easy to show that $S\left(d ; m^{2}, p^{2}\right)$ in $d=2$ space-time dimensions satisfies the secondorder differential equation [5],

$$
\begin{equation*}
\left\{\frac{d^{2}}{d z^{2}}+\left[\frac{1}{z}+\frac{1}{z-1}+\frac{1}{z-9}\right] \frac{d}{d z}-\left[\frac{1}{3 z}-\frac{1}{4(z-1)}-\frac{1}{12(z-9)}\right]\right\} S(d ; z)=R(z) \tag{2.1}
\end{equation*}
$$

where we defined $z=p^{2} / m^{2}$ and $R(z)$ is some rational function of $z$. In ref. [5], the authors realized that the imaginary part of the sunrise graph is in fact a solution of the homogeneous equation

$$
\begin{equation*}
\left\{\frac{d^{2}}{d z^{2}}+\left[\frac{1}{z}+\frac{1}{z-1}+\frac{1}{z-9}\right] \frac{d}{d z}-\left[\frac{1}{3 z}-\frac{1}{4(z-1)}-\frac{1}{12(z-9)}\right]\right\} \operatorname{Im} S(d ; z)=0 \tag{2.2}
\end{equation*}
$$

The latter can be computed by use of the Cutkosky-Veltman rules and, in this case, coincides with one possible solution for its maximal cut. A simple calculation gives (up to numerical factors)

$$
\begin{equation*}
\operatorname{Im} S(d ; z) \propto \frac{1}{\sqrt{(3-\sqrt{z})(\sqrt{z}+1)^{3}}} \mathrm{~K}\left(\frac{16 \sqrt{z}}{(3-\sqrt{z})(\sqrt{z}+1)^{3}}\right) \tag{2.3}
\end{equation*}
$$

where $\mathrm{K}(x)$ is the complete elliptic integral of the first kind

$$
\mathrm{K}(x)=\int_{0}^{1} \frac{d t}{\sqrt{\left(1-t^{2}\right)\left(1-x t^{2}\right)}}
$$

The second independent solution (which does not correspond to the discontinuity of the graph) is obtained by performing the integral which defines the maximal-cut along an independent integration contour

$$
\begin{equation*}
\operatorname{Cut}_{2} S(d ; z) \propto \frac{1}{\sqrt{(3-\sqrt{z})(\sqrt{z}+1)^{3}}} \mathrm{~K}\left(1-\frac{16 \sqrt{z}}{(3-\sqrt{z})(\sqrt{z}+1)^{3}}\right), \tag{2.4}
\end{equation*}
$$

which also solves Eq. (2.2). This construction can be easily generalized to three- or four-point functions and provides a very powerful tool to write integral representations for the solutions of Feynman integrals which do not evaluate to standard polylogarithms.

The problem of what the functions defined by these iterated integrals are, remains. In the next section we will summarize some of the recent progress in this direction and define a class of functions that can be used to integrate analytically many two-loop "elliptic" Feynman integrals.

## 3. Elliptic generalizations of multiple polylogarithms

A general consensus on what is the "correct" class of functions to express the iterated integrals generated by elliptic systems of differential equations has not been reached yet. In spite of this, a lot of progress has been made and a rather general picture is starting to emerge. Indeed, from a purely mathematical point of view, a class of functions that generalizes multiple polylogarithms to the "elliptic world" has been defined and studied by mathematicians not so long ago [35]. The mathematical construction of these functions is based on the geometrical equivalence between an elliptic curve and (the universal covering of) a complex torus, i.e. a Riemann surface of genus 1. This definition of multiple elliptic polylogarithms has found large applicability in the computation of open-string one-loop amplitudes [36-38]. Unfortunately, their direct use to the computation of multiloop Feynman integrals is not obvious. To remedy this problem, more recently an alternative formulation of these functions has been put forward, which uses instead the language of iterated integrals over elliptic curves [39-41], which appear more naturally in the direct calculation of Feynman integrals. Let us briefly recap the definition of these functions. We start with an elliptic curve defined by a quartic polynomial

$$
\begin{equation*}
y^{2}=P_{4}(x)=\left(x-a_{1}\right)\left(x-a_{2}\right)\left(x-a_{3}\right)\left(x-a_{4}\right) \tag{3.1}
\end{equation*}
$$

where the $a_{j}$ will be considered constant in what follows. In ref. [39], the elliptic polylogarithms are defined as iterated integrals of the form

$$
\mathrm{E}_{4}\left(\begin{array}{lll}
n_{1} & \ldots & n_{k} \\
c_{1} & \ldots & c_{k}
\end{array} ; t\right)=\int_{0}^{t} d x \psi_{n_{1}}\left(c_{1}, x\right) \mathrm{E}_{4}\left(\begin{array}{lll}
n_{2} & \ldots & n_{k} \\
c_{2} & \ldots & c_{k}
\end{array} ; x\right),
$$

where the integration kernels that will be relevant in the following are ${ }^{2}$

$$
\begin{equation*}
\psi_{0}(0, x)=\frac{c_{4}}{y}, \quad \psi_{1}(c, x)=\frac{1}{x-c}, \quad \psi_{-1}(c, x)=\frac{y_{c}}{y(x-c)}, \quad \psi_{-1}(\infty, x)=\frac{x}{y}, \tag{3.2}
\end{equation*}
$$

with $c \in \mathbb{C}, y_{c}=\sqrt{P_{4}(c)}$ and $c_{4}=\frac{1}{2} \sqrt{\left(a_{1}-a_{3}\right)\left(a_{2}-a_{4}\right)}$. In ref. [40] it was shown that the functions $\mathrm{E}_{4}$ are in close correspondence to the multiple elliptic polylogarithms defined in [35] and that it is straightforward to go from one formulation to the other by a suitable change of variables.

The functions $\mathrm{E}_{4}$ turn out to be very useful to express analytically different examples of elliptic Feynman integrals and also the $\varepsilon$-expansion of some non trivial classes of Hypergeometric functions. To show this in practice, we present some preliminary results which will appear soon, with more details, in a more complete publication. Let us consider the following two-loop, non-planar three-point function


[^2]where we defined $a=-m^{2} / p^{2}$. We keep the discussion rather generic and do not specify explicitly the loop-integration measure $D^{d} k$. We notice that the integral is finite in $d=4$ and therefore does not need regularization. By introducing Feynman parameters we find in $d=4$
\[

$$
\begin{equation*}
T(4 ; a)=\int_{0}^{1} \prod_{i=1}^{6} d x_{i} \delta\left(1-\sum_{i=1}^{6} x_{i}\right) \frac{1}{\left[F\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}, p^{2}, m^{2}\right)\right]^{2}} \tag{3.3}
\end{equation*}
$$

\]

with
$F\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}, p^{2}, m^{2}\right)=\left(p^{2}\left[\left(\left(x_{3}+x_{4}\right) x_{5}+x_{2}\left(x_{3}+x_{5}\right)\right) x_{6}+x_{1} x_{5}\left(x_{4}+x_{6}\right)\right]\right.$
$\left.+m^{2}\left(x_{1}+x_{2}+x_{3}+x_{4}\right)\left(x_{3} x_{4}+x_{5} x_{4}+x_{6} x_{4}+x_{3} x_{5}+x_{3} x_{6}+x_{2}\left(x_{3}+x_{5}+x_{6}\right)+x_{1}\left(x_{2}+x_{4}+x_{5}+x_{6}\right)\right)\right)$.
By use of the Cheng-Wu theorem ${ }^{3}$, it is relatively easy to perform all integrations but one and write the three-point function above as

$$
\begin{aligned}
& T(4 ; a)=\frac{1}{3} \int_{0}^{1} d t \frac{a^{2}}{\sqrt{(t-1) t} \sqrt{4 a+(t-1) t}}\left\{6 \left[G((t-1) t, a)\left(G_{m}\left(-\frac{a}{t-1}, t\right)+2 G_{m}(t, t)\right)\right.\right. \\
& +G(0, t)\left(2 G_{m}(t, t)-G_{m}\left(\frac{a}{t-1}+t, t\right)\right)-G(1, t) G_{m}\left(\frac{a}{t-1}+t, t\right)+2 G_{m}\left(0, \frac{a}{t-1}, t\right) \\
& +G_{m}\left(-\frac{a}{t-1}, \frac{a-t^{2}+t}{1-t}, t\right)+2 G_{m}\left(t, \frac{a-t^{2}+t}{1-t}, t\right)+G_{m}\left(\frac{a}{t-1}+t, \frac{a}{t-1}, t\right) \\
& \left.-2 \log (a) G_{m}(t, t)+\log (a) G_{m}\left(\frac{a}{t-1}+t, t\right)+2 G(1, t) G_{m}(t, t)\right]-6 G_{m}(t)[G(0, t) G((1-t) t, a) \\
& \left.\left.+G(1, t) G((1-t) t, a)+G(0,(1-t) t, a)+G(0,(t-1) t, a)-\log (a) G((1-t) t, a)+\pi^{2}\right]\right\}
\end{aligned}
$$

where we defined

$$
G_{m}(\vec{n}, x)=G\left(r_{p}, \vec{n}, x\right)-G\left(r_{m}, \vec{n}, x\right), \quad r_{p / m}=\frac{-t(1-t) \pm \sqrt{(t-1) t} \sqrt{4 a+t(t-1)}}{2(t-1)}
$$

and $G(\vec{n}, x)$ are the usual multiple polylogarithms. By inspection of the formulas above we see immediately that $y^{2}=P_{4}(x)=x(x-1)(4 a+x(x-1))$ defines an elliptic curve and that each of the multiple polylogarithms $G_{m}$ can be easily expressed as combinations of elliptic polylogarithms $\mathrm{E}_{4}$. As exemplification, at length one we have

$$
\begin{aligned}
G_{m}(t)= & G\left(r_{p}, t\right)-G\left(r_{m}, t\right)=\log \left(\frac{t(1-t)+\sqrt{P_{4}(t)}}{t(1-t)-\sqrt{P_{4}(t)}}\right) \\
& \frac{\partial}{\partial t} G_{m}(t)=\frac{1-2 t}{\sqrt{(t-1) t} \sqrt{4 a-t(1-t)}}
\end{aligned}
$$

and by integrating back in $t$ we find

$$
G_{m}(t)=\int_{0}^{t} \frac{d x}{\sqrt{P_{4}(x)}}-2 \int_{0}^{t} \frac{d x x}{\sqrt{P_{4}(x)}}+c=\frac{4}{1+\sqrt{1-16 a}} \mathrm{E}_{4}\left(\begin{array}{l}
0 \\
0
\end{array} ; t\right)-2 \mathrm{E}_{4}(\underset{\infty}{-1} ; t)+c
$$

[^3]Where $c$ is an integration constant. By rewriting consistently all $G$ and $G_{m}$ in terms of $\mathrm{E}_{4}$ with argument $t$, it becomes straightforward to perform the last integration in $t$ and obtain

$$
\begin{align*}
& -3 \mathrm{E}_{4}\left(\begin{array}{ccc}
0 & 0 & 1 \\
0 & 0 & r_{m m}
\end{array} 1_{1} ; 1\right)-3 \mathrm{E}_{4}\left(\begin{array}{cccc}
0 & 0 & 1 & 1 \\
0 & 0 & r_{m m} & 1
\end{array} ; 1\right)-3 \mathrm{E}_{4}\left(\begin{array}{cccc}
0 & 0 & 1 & 1 \\
0 & 0 & r_{p m} & 0
\end{array} ; 1\right)-3 \mathrm{E}_{4}\left(\begin{array}{llll}
0 & 0 & 1 & 1 \\
0 & 0 & r_{p m} & 1
\end{array} ; 1\right) \\
& \left.+3 \log a\left(\mathrm{E}_{4}\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & r_{m m}
\end{array} ; 1\right)+\mathrm{E}_{4}\left(\begin{array}{ccc}
0 & 0 & 1 \\
0 & 0 & r_{p m}
\end{array} ; 1\right)\right)\right] \\
& -\frac{4 a^{2}}{c_{4}}\left[5 \mathrm{E}_{4}\left(\begin{array}{cccc}
0 & -1 & 1 & 1 \\
0 & \infty & 0 & r_{m p}
\end{array} 1\right)+5 \mathrm{E}_{4}\left(\begin{array}{cccc}
0 & -1 & 1 & 1 \\
0 & \infty & 0 & r_{p p}
\end{array} 1\right)+5 \mathrm{E}_{4}\left(\begin{array}{cccc}
0 & -1 & 1 & 1 \\
0 & \infty & 1 & r_{m p}
\end{array} 1\right)+5 \mathrm{E}_{4}\left(\begin{array}{cccc}
0 & -1 & 1 & 1 \\
0 & \infty & 1 & r_{p p}
\end{array} ; 1\right)\right. \\
& -3 \mathrm{E}_{4}\left(\begin{array}{cccc}
0 & -1 & 1 & 1 \\
0 & \infty & r_{m m} & 0
\end{array}, 1\right)-3 \mathrm{E}_{4}\left(\begin{array}{cccc}
0 & -1 & 1 & 1 \\
0 & \infty & r_{m m} & 1
\end{array} ; 1\right)-3 \mathrm{E}_{4}\left(\begin{array}{cccc}
0 & -1 & 1 & 1 \\
0 & \infty & r_{p m} & 0
\end{array} ; 1\right)-3 \mathrm{E}_{4}\left(\begin{array}{cccc}
0 & -1 & 1 & 1 \\
0 & \infty & r_{p m} & 1
\end{array} ; 1\right) \\
& \left.+3 \log a\left(\mathrm{E}_{4}\left(\begin{array}{ccc}
0 & -1 & 1 \\
0 & \infty & r_{m m}
\end{array} ; 1\right)+\mathrm{E}_{4}\left(\begin{array}{ccc}
0 & -1 & 1 \\
0 & \infty & r_{p m}
\end{array} ; 1\right)\right)\right] \tag{3.4}
\end{align*}
$$

with

$$
\begin{equation*}
c_{4}=\frac{1+\sqrt{1-16 a}}{4}, r_{m m / p}=\frac{1-\sqrt{1 \mp 4 a}}{2}, r_{p m / p}=\frac{1+\sqrt{1 \mp 4 a}}{2}, \tag{3.5}
\end{equation*}
$$

This is the result we were seeking. Still, we notice that Eq. (3.4) is not optimal. In fact, since the singularities $r_{m / p, m / p}$ lie on the integration contour, in order to make sense of Eq. (3.4) one needs either to deform the integration contour, or to rewrite this expression in a form in which every single $\mathrm{E}_{4}$ function is explicitly well defined. Performing these optimizations is beyond the scope of these proceedings, where we instead aimed to show how the recently introduced $\mathrm{E}_{4}$ functions can be used in order to solve a realistic and physically relevant family of Feynman integrals. A more suitable representation for this three-point function in terms of well defined elliptic polylogarithms will be presented elsewhere.

## 4. Conclusions

In this short contribution we have discussed recent advancements in the calculation of multiloop Feynman integrals which evaluate to functions beyond multiple polylogarithms. First, we have shown that the differential equation method, augmented by information provided by the maximal cut of the relevant Feynman integrals, allows to write solutions for arbitrarily complicated Feynman integrals in terms of iterated integrals over rational functions and products of the maximal cut solutions. In the second half of this proceedings, we showed instead how a non-planar two-loop three-point function can be written in terms of elliptic multiple polylogarithms. This is the first example of a three-point function which can be expressed in terms of this class of functions. While a lot of work still remains to be done to merge the language of elliptic polylogarithms and that of differential equations (see for example [43]), these recent developments are very promising and open the way to a systematic study of complicated Feynman integrals relevant for precision physics calculations at the LHC.
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[^0]:    *Speaker.

[^1]:    ${ }^{1}$ Note that, as it is well known, $d \sim 4$ is equivalent to any $d \sim 2 n$, for $n \in \mathbb{N}$.

[^2]:    ${ }^{2}$ More details on the definition of the functions $\mathrm{E}_{4}$ and the complete set of kernels can be found in ref. [39].

[^3]:    ${ }^{3}$ We integrate the Feynman parameters using the ordering suggested in [42].

