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interactions per 25 ns bunch crossing. The scientific program of the HL-LHC, which includes
precision Higgs coupling measurements, measurements of vector boson scattering, and searches
for new heavy or exotic particles, will benefit greatly from the enormous HL-LHC dataset. How-
ever, particle reconstruction and correct assignment to primary interaction vertices presents a
formidable challenge to the LHC detectors that must be overcome in order to reap that benefit.
Time tagging of minimum ionizing particles (MIPs) produced in LHC collisions with a resolution
of 30 ps provides further discrimination of interaction vertices in the same 25 ns bunch crossing
beyond spatial tracking algorithms. The Compact Muon Solenoid (CMS) Collaboration is pursu-
ing two technologies to provide MIP time tagging for the HL-LHC detector upgrade: LYSO:Ce
crystals read out by silicon photomultipliers (SiPMs) for low radiation areas and silicon low gain
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and present simulations showing the improvements in reconstructed observables afforded by four
dimensional tracking.
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1. Introduction

Slated to begin operation in 2026, the HL-LHC will achieve instantaneous proton-proton lu-
minosities of 5–7 × 1034 cm−2 s−1, corresponding to a peak of 140–200 pp interactions per 25 ns
bunch crossing, or pileup. At this brightness, it is expected that 3000–4000 fb−1 will be integrated
within a ten-year run period, yielding an HL-LHC dataset approximately one order of magnitude
larger than the projected final LHC dataset. This is a requirement of the HL-LHC physics program,
which includes precision measurements of Higgs couplings, searches for rare processes predicted
by extensions of the standard model (SM), and studies of rare SM processes. In particular, an in-
tegrated luminosity of 3000 fb−1 is required to constrain uncertainties on the top-Higgs coupling
to better than 10%, and in some cases (ZH and WH, for example) is sufficient to limit coupling
uncertainties to better than 5% [1].

Significant upgrades to the CMS detector [2] are necessary to be able to exploit the increased
HL-LHC instantaneous and integrated luminosity. In its current form, the CMS Phase 2 upgrade
plan for the HL-LHC [3] includes

• a full replacement of the silicon charged particle tracker, with a new design that is radiation
tolerant till 2036, incorporates an online track trigger system, and extends coverage to |η | <
4.0;

• a full replacement of the endcap (1.5 < |η | < 3.0) calorimeter, with a new design that is
radiation tolerant till 2036 and ideally suited to particle flow reconstruction [4]; and

• a replacement of the front end readout electronics, back end data acquisition (DAQ) system,
and back end trigger system to be be compatible with a 750 kHz trigger rate and up to 200
pileup interactions per bunch crossing.

The design goal of the CMS Phase 2 upgrades is to maintain similar performance with 200
pileup interactions as the current detector with 50 pileup interactions. Although the current Phase 2
design makes significant progress toward achieving that goal, the effects of high pileup can be more
thoroughly mitigated with the addition of a timing detector for minimum ionizing particles (MIPs)
that achieves 30 ps timing resolution. Section 2 of this article describes some of the problems
caused by high pileup that can be solved with MIP timing information. In Section 3, the design for
a CMS MIP timing detector to accompany the Phase 2 upgrades is presented. Finally, the projected
performance of this detector is given in Section 4, and concluding remarks follow in Section 5.

2. Effects of high pileup

With 200 pileup interactions per 25 ns bunch crossing, separate interaction vertices that occur
at the same z-coordinate, where the z axis is parallel to the beam line, can get merged into a single
reconstructed vertex. Figure 1 illustrates this phenomenon in simulated H→ γγ events, where H
is the SM Higgs boson. The red dots in the figure indicate the z-coordinate and time coordinate of
simulated interaction vertices. The black crosses indicate the locations of reconstructed tracks using
both spatial and time information (“4D tracks”), where the vertex z-coordinate resolution is 10-100
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µm [5] and a track timing resolution of 30 ps is assumed, while the blue open circles indicate the
locations of vertices (“4D vertices”) reconstructed using those 4D tracks. In the case of 50 pileup
interactions, shown in Fig. 1 (left), the z-coordinate resolution is sufficient to separate the vertices.
However, in the case of 200 pileup interactions, shown in Fig. 1 (right), the density of tracks
is sufficiently high that two or more vertices may be merged into one inaccurately reconstructed
vertex using spatial information alone (“3D vertices”), as indicated by the vertical dashed yellow
lines. Vertex merging can be seen when multiple red dots (simulated vertices) fall on the same
vertical dashed yellow line (reconstructed 3D vertices). Fig. 1 is meant only to illustrate the vertex
merging phenomenon—the thickness of the vertical dashed yellow lines is greater than the expected
10-100µm vertex z-coordinate resolution. However, in events with 200 pileup interactions, the
expected merging rates are 15% with 3D vertexing, but less than 2% with 4D vertexing.4-D Vertex Reconstruction 2
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Figure 1: The distribution, versus z-coordinate and time coordinate, of simulated interaction vertices (red),
vertices reconstructed using spatial information only (vertical dashed yellow lines), vertices reconstructed
using spatial and time information (open blue circles), and tracks reconstructed using spatial and time in-
formation (black crosses). z = t = 0 corresponds to the centre of the true LHC beam crossing position. An
example of two vertices merged in 3D reconstruction but not in 4D reconstruction can be seen at z ∼ -7.5
cm in the left plot. Left: 50 pileup interactions per crossing. Right: 200 pileup interactions per crossing.

Vertex merging affects physics performance in a variety of ways. Because tracks are associated
to the wrong primary or secondary vertices, jet identification and energy resolution, as well as
missing transverse energy (Emiss

T ) resolution, suffer. Furthermore, as track momentum is used in
calculating isolation energy sums around a candidate photon or charged lepton, merging can reduce
the discriminating power of isolation for these objects. In hard scatter events with no prompt

tracks, such as H→ γγ events, the vertex with the largest track
√

∑ p2
T is reconstructed as the

corresponding interaction vertex. Vertex merging increases the number of tracks associated to a

given reconstructed vertex, which makes a typical low-
√

∑ p2
T pileup vertex look more like a high-√

∑ p2
T hard scatter vertex. This in turn leads to a higher frequency of incorrect primary vertex

assignments, thereby degrading diphoton mass resolution.
The current CMS Phase 2 proposal only partially mitigates the problem of vertex merging

with a design feature of 30 ps time resolution on high energy electromagnetic showers, such as
those resulting from H→ γγ , deduced from calorimeter time reconstruction. With this resolution,
the vertex z-coordinate can be triangulated from the time coordinates of the two photon showers,
as long as they are well separated in pseudorapidity η . This is illustrated in Figure 2. As the
difference in η between the two photon showers decreases, a larger fraction of H→ γγ vertices
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cannot be reconstructed within 1 cm of the true vertex. In these cases, a more precise vertex
hypothesis from 4D MIP tracks is needed to break the degeneracy of consistent vertex hypotheses
coming from calorimeter shower timing alone.Vertexing With Calorimeter-Only Timing

8

Calorimeter timing is exploited to reconstruct a “virtual” vertex position using triangulation, as 
demonstrated schematically in the left plot, showing a zoom-in of the beamspot region in (z,t) 

where the photon virtual vertex positions are compatible with the measured time of each 
photon. A common vertex position is defined via minimization of:

For events with decays into  photons with pseudorapidity gap of |Δη| > 0.8, roughly 50% of H → γγ 
decays, the vertex can be located with an RMS precision of about 1 cm, as displayed in the right plot, 

showing the distance between the virtual vertex position and the true vertex position along the beam 
direction, z, for gaussian resolutions of 30 ps in the measurement of the photon time.
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Matching Neutrals to 4D Vertices 1

5

Above is a space-time diagram displaying ability to correlate calorimetric timing with 
track timing, using a H → γγ decay as illustration. The reconstructed time for the 

photons from the hard scatter, in green, can be cross referenced with the time 
information of the 4D vertices. A triple coincidence, seen at (2.4 cm, -0.05 ns), of the 

two photons and a track vertex in space-time indicates uniquely the signal vertex. The 
event is generated from a pileup distribution with mean 20 to improve clarity. 

Vertexing With Calorimeter-Only Timing
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Distribution of the distance between the virtual vertex and the true vertex position along the 
beam direction, z, in Higgs boson decays to diphotons for a Gaussian resolutions of 30 ps in the 

measurement of the photon time. Decay into photons with pseudorapidity gap of |∆η| > 0.8 
and |∆η| < 0.8 are shown in the left and right panel respectively. The red and green (right only) 
histograms show the results for the HL-LHC baseline optics, and for “Crab Kissing” optics with 

a beam spot time spread of 100 ps which would decay to160 ps over the physics coast. The 
improvement is marginal over crab-crossing. For the |∆η| > 0.8 configuration, the timing 

resolution is dominated by the detector resolution rather than the beamspot configuration.
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Calorimeter timing is exploited to reconstruct the virtual vertex position via triangulation as schematically
represented in the left plot, showing  a zoom in the beam spot region of the (z,t) vertex positions compati
ble with the measured time of each photon. A common vertex position is defined via minimization of: 

                                    χ2= Σi=1,2 [ti
meas – ti(z,t0)] 2 / σi

2 + beam spot constr.

For events with decay into photons with pseudorapidity gap of |∆η| > 0.8 (about 50% of the Hàγγ 
sample) the vertex can be located with an RMS precision of about 1 cm, as displayed in the right plot, 
showing the distance between the virtual vertex and the true vertex position along the beam direction, z,  
for a Gaussian resolutions of 30 ps in the measurement of the photon time. 

χ2= Σi=1,2 [ti
meas – ti(z,t0)] 

2 / σi + beam-spot cons. 

-1.03
0.20

Vertexing With Calorimeter-Only Timing

9

For events with decays into  photons with pseudorapidity gap of |Δη| < 0.8, roughly 50% of H → γγ 
decays, the vertex cannot be accurately located with only calorimeter timing information, as displayed 
in the right plot that shows the distance between the virtual vertex and the true vertex position along 

the beam direction, z, for gaussian resolutions of 30 ps in the measurement of the photon time.

The red histogram shows the for the HL-LHC baseline optics (Crab-crossing), with a luminous region 
time-spread of 160 ps. The green histogram shows that the vertex location accuracy only marginally 
improves with the Crab-kissing options, with a luminous region time-spread of 100 ps (which would 

decay to 160 ps over the physics coast).

Vertex location for these events requires time-zero information from the vertices (see slide 11)
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Above is a space-time diagram displaying ability to correlate calorimetric timing with 
track timing, using a H → γγ decay as illustration. The reconstructed time for the 

photons from the hard scatter, in green, can be cross referenced with the time 
information of the 4D vertices. A triple coincidence, seen at (2.4 cm, -0.05 ns), of the 

two photons and a track vertex in space-time indicates uniquely the signal vertex. The 
event is generated from a pileup distribution with mean 20 to improve clarity. 

§  Photon 1: η=xx
§  Photon 2: η=yy   

For events with decay into photons with pseudorapidity gap of |∆η| < 0.8 (about 50% of the Hàγγ 
sample) the vertex cannot be accurately located with calorimeter time-only information as displayed  
in the right plot, showing the distance between the virtual vertex and the true vertex position along 
the beam direction, z, for a Gaussian resolutions of 30 ps in the measurement of the photon time. 

The red histograms show the results for the HL-LHC baseline optics (Crab-crossing), with a luminous  
region time of 160 ps. The green histogram show that the vertex location accuracy only marginally 
improves with the Crab-kissing optics, with a luminous region time spread of 100 ps (which would  
decay to160 ps over the physics coast).  

Vertex location for these events requires time zero information from the vertices (next slides)
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Distribution of the distance between the virtual vertex and the true vertex position along the 
beam direction, z, in Higgs boson decays to diphotons for a Gaussian resolutions of 30 ps in the 

measurement of the photon time. Decay into photons with pseudorapidity gap of |∆η| > 0.8 
and |∆η| < 0.8 are shown in the left and right panel respectively. The red and green (right only) 
histograms show the results for the HL-LHC baseline optics, and for “Crab Kissing” optics with 

a beam spot time spread of 100 ps which would decay to160 ps over the physics coast. The 
improvement is marginal over crab-crossing. For the |∆η| > 0.8 configuration, the timing 

resolution is dominated by the detector resolution rather than the beamspot configuration.
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Figure 2: Depictions of the H→ γγ vertex triangulation method using the space of all vertex hypotheses
consistent with the time difference measured between the two photons when the difference in η between the
two photon showers is greater than (left) and less than (right) 0.8. The spread in z-positions compatible with
the overlap between the two photon hypotheses gives a measure of the spread in vertex location accuracy.

More effective pileup rejection is needed in order to meet the CMS Phase 2 design goal of
maintaining similar performance with 200 pileup interactions as the current detector with 50 pileup
interactions. Precision timing of MIPs adds a crucial independent handle on pileup identification.
With 30 ps MIP timing resolution, the merged vertex rate at the HL-LHC is reduced to the current
level of a few percent. As shown in Fig. 1 (right), 4D tracking recovers a high efficiency for
accurately reconstructing vertices in the spacetime plane. From this improvement, the performance
for H→ γγ reconstruction, lepton identification using isolation, and jet and Emiss

T energy resolution
are similarly preserved.

3. Precision timing detector proposal

A proposal has recently been made to the LHC Experiments Committee (LHCC) to add a
MIP timing detector to the CMS Phase 2 upgrade plan. The CMS MIP Timing Detector (MTD)
would cover |η |< 3.0, as does the calorimeter, and would maintain a time resolution below 50 ps
throughout the HL-LHC run period. The MTD proposal consists of a barrel (Barrel Timing Layer,
or BTL) section and an endcap (Endcap Timing Layer, or ETL) section, each using technologies
tailored to specific radiation hardness needs. In the relatively low-dose, low-fluence region of
the BTL, LYSO:Ce scintillating crystals are read out by silicon photomultipliers (SiPMs). In the
ETL, where fluences of up to 1015 neq/cm2 are expected,1 more radiation tolerant silicon low gain
avalanche detectors (LGADs) [7, 8] are employed. An r-z view of the inner layers of the CMS
Phase 2 detector highlighting the location of the MTD is shown in Figure 3.

3.1 Barrel Timing Layer (BTL)

The proposed BTL covers |η | < 1.5, a favored region for high-pT physics signals such as
H→ γγ . Improved vertexing in this region provides significant gains in the reconstruction of final
states with neutral particles.

11 neq = 1 1-MeV neutron (see Ref. [6] for details).
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Figure 3: r-z view of the inner layers of the CMS Phase 2 detector. The red and blue lines indicate the
location of CMS Outer Tracker modules. The green lines indicate the location of the the proposed BTL and
ETL.

The BTL consists of a layer of LYSO:Ce crystal tiles, each of 12 × 12 mm2 area, read out
by a SiPM of nominal 4 × 4 mm2 area glued to the center of the tile. The tile thicknesses range
from 2.40–3.75 mm, depending on pseudorapidity, to maintain a uniform material budget. Cracks
between tiles are minimized with a 0.5 mm edge overlap. With this geometry, the predicted occu-
pancy in events with 200 pileup interactions is <3% assuming a 0.5 MIP threshold per channel (1
MIP∼ 5000 photoelectrons). To mitigate increasing SiPM dark current with radiation damage, the
entire BTL will be enclosed in a sealed, dry volume cooled to -30◦C with CO2 [9].

The LYSO:Ce + SiPM time resolution has been measured for different tile shapes in a 150 GeV
muon test beam at CERN [10]. After measuring the muon arrival time difference (coincidence
time resolution, or CTR) between two LYSO:Ce + SiPM tiles, the single-tile time resolution is
estimated as CTR/

√
2. Figure 4 shows the measured CTR distribution, before and after timewalk2

correction, for two different crystal areas. For both geometries, the timewalk-corrected single-tile
time resolution is better than 25 ps.

After 10 years of HL-LHC operation, the BTL is expected to integrate a fluence of 1.3–1.6
× 1014 neq/cm2 and total ionizing dose of 20 kGy. The radiation-induced absorption coefficient
(RIAC) for LYSO tiles, after an irradiation fluence of 2 × 1014 protons per square centimeter in an
800 MeV beam at Los Alamos, has been measured to be ∼3 m−1 [11], a sufficiently low value for
∼3 mm thick BTL tiles. After gamma irradiation up to 100 kGy, the measured relative light loss
in LYSO crystals was ∼10% [12]. The combined RIAC and light loss measurements indicate that
LYSO tiles should survive the expected HL-LHC radiation damage.

The remaining technological hurdles to a fully radiation tolerant design concern the SiPM
photodetectors. Figure 5 shows different aging simulations for a 12 × 12 mm2 crystal, in terms of
single-tile time resolution vs. SiPM dark count rate (DCR), depending on SiPM photon detection
efficiency (PDE). The solid curves in Fig. 5 are pure simulation, while the points indicate extrap-
olations of measurements made under different conditions (in the context of the CMS Hadronic

2When a current pulse is read out by a threshold discriminator, the term “timewalk” describes the effect whereby the
measured pulse time depends on the pulse amplitude. The pulse time can be corrected if the pulse amplitude is known.

4



P
o
S
(
V
e
r
t
e
x
 
2
0
1
7
)
0
2
8

Precision timing for the High Luminosity Upgrade of CMS Rachel Yohay

/ ndf 2
χ 44.62 / 20
Constant 4.3±70.6 
Mean 0.002175±0.004878 
Sigma 0.00218±0.05022 

t [ns]Δ
0.2− 0.1− 0 0.1 0.2

C
ou

nt
s

0

20

40

60

80

100

120

140

160

180

200

/ ndf 2
χ 44.62 / 20
Constant 4.3±70.6 
Mean 0.002175±0.004878 
Sigma 0.00218±0.05022 LYSO:Ce 6x6x3 mm - HPK 6x6 mm

2.2) ps±= (49.6 gaus
CTRσ

1.0) ps±= (24.7 gaus
CTRσ

uncorrected

amp. walk correction

~17 pssingle

Tσ

t [ns]Δ
0.3− 0.2− 0.1− 0 0.1 0.2

C
ou

nt
s

0

100

200

300

400

500

LYSO:Ce (CPI) 10x10x3 mm - HPK 6x6 mm²

1.0) ps±= (47.9 gaus
CTσ

0.6) ps±= (30.6 gaus
CTσ

uncorrected

amp. walk correction

~21 pssingle

Tσ

³

Figure 4: CTR distributions measured in a 150 GeV muon test beam at CERN, before (open markers) and
after (filled markers) timewalk correction, for 6 × 6 mm2 crystal tiles (left) and 10 × 10 mm2 crystal tiles
(right). Reprinted from Ref. [10].

Calorimeter Phase 1 upgrade; cf. Refs. [13, 14, 15]) to the expected conditions of the BTL at its
end of life: either 1.5 or 2.0 V SiPM bias overvoltage, as indicated in the labels, and 2 × 1014

neq/cm2 integrated fluence. The operating temperature assumed in the extrapolations is the design
temperature of -30◦C. These simulations and extrapolations help to guide the development of spec-
ifications for potential SiPM vendors, with the goal of maintaining the time resolution at end of life
below 40 ps. In addition to increasing the radiation hardness of SiPMs, it is possible to compensate
SiPM performance with increased light collection (via reflective tile wrappings or thicker tiles) or
reduced SiPM area (and therefore reduced DCR).

3.2 Endcap Timing Layer (ETL)

The ETL covers 1.5 < |η | < 3.0, where 3D tracking is more difficult with respect to the central
barrel region. Silicon LGADs are used as sensors. Through a combination of small thickness (50
µm) to reduce charge collection time and an extra doping layer to generate moderate (factor ∼20)
gain, these LGADs are engineered to have a high slew rate and therefore good time resolution. Each
sensor has an area of 48 × 96 mm2, with an individual pixel size of 1 × 3 mm2. This geometry
insures an occupancy <5% and per-pixel capacitance of 7 pF in HL-LHC conditions. As for the
BTL, the ETL is cooled to -30◦C.

The LGAD time resolution has been measured for different reverse bias voltages in a 180
GeV pion test beam at CERN [16]. Figure 6 shows the measured CTR distributions, where the
time difference is measured between an LGAD and a SiPM. For bias voltages above 200 V, single-
LGAD time resolutions of better than 35 ps have been observed.

After 10 years of HL-LHC operation, the largest fluence expected at the ETL is ∼ 1 × 1015

neq/cm2. At present, the time resolution of LGAD devices under consideration for the ETL exceeds
the design goal of 50 ps at this fluence by approximately 10 ps, as shown in Figure 7. The effect
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Figure 5: Different aging simulations for a 12 × 12 mm2 crystal, in terms of single-tile time resolution vs.
SiPM DCR, depending on SiPM PDE. The solid curves are pure simulation, while the points indicate extrap-
olations of measurements made under different conditions (in the context of the CMS Hadronic Calorimeter
Phase 1 upgrade; cf. Refs. [13, 14, 15]) to the expected conditions of the BTL at its end of life: either 1.5
or 2.0 V SiPM bias overvoltage, as indicated in the labels, and 2 × 1014 neq/cm2 integrated fluence. The
operating temperature assumed in the extrapolations is the design temperature of -30◦C.

of radiation damage is to decrease the gain of the LGADs, which decreases the slew rate and
worsens time resolution. However, Fig. 7 illustrates that timing performance can be recovered with
increased bias voltage [17]. Two avenues are consequently being explored in the development of a
sufficiently radiation hard LGAD: engineering the gain layer to better withstand radiation damage,
and developing thin sensors that can withstand high external bias voltages.

4. Performance

Simulations show that the performance of the CMS Phase 2 detector is significantly improved
when high resolution timing information, like that provided by the MTD described in Sec. 3, is
available. As argued in Sec. 2, calorimeter timing of high energy photon showers alone is insuffi-
cient to triangulate the position of the H→ γγ vertex when the two photons are close in pseudo-
rapidity. Figure 8 (left) illustrates how correlation with precise timing information can reduce the
ambiguity in choosing the correct vertex. The plot shows the z-t distribution of simulated, 3D, and
4D vertices as in Fig. 1, with the space of vertex hypotheses from calorimeter-only timing of the
two photons from Fig. 2 (right) overlaid. (Only 20 pileup interactions per event are simulated to aid
in the illustration, but vertex location accuracy is also improved for 200 interactions.) Correlation
of the vertex hypotheses consistent with both photon arrival times and the 4D MIP tracking leads
to the identification of the correct vertex at z ∼ -2 cm. As shown in Figure 8 (right), better vertex
location accuracy translates to better diphoton mass resolution (red curve vs. blue curve). This
example highlights the importance of the BTL in the kinematic reconstruction of decays of heavy
particles to neutral particles.
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Figure 6: LGAD (labeled “UFSD”, or Ultra-Fast Silicon Detector, another term for LGAD) CTR distribu-
tions measured in a 180 GeV pion beam at CERN for reverse bias voltages of 100 V (top left), 130 V (top
right), 200 V (bottom left), and 230 V (bottom right). The red curves show the results of a Gaussian fit.
Reprinted from Ref. [16].
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variations, or if the drift velocities and hence rise times are very di�erent for the same gain, e.g.
due to di�erent voltages below saturation or di�erent temperatures.

The end-point time resolutions at the highest voltages measured are very similar for the medium
and low doses before irradiation with 29 ps at 235 V and 28 ps at 320 V, respectively. The values
before irradiation agree within the 10% systematic uncertainties with the ones measured by other
groups with a di�erent setup [6, 17].

Even after irradiation to 3 ⇥ 1014 neq/cm2, the same time resolution as before irradiation could
be obtained when measured at -20�C, but at a higher voltage of 430 V. When measured at -6�C,
the time resolution was about 8 ps worse at the same voltage, which might be partly explained by
a lower gain due to a lower impact ionisation coe�cient at higher temperatures, and partly due to
lower drift velocities. A more detailed study of the temperature dependence, also before irradiation,
will be presented in a later paper.

– 12 –

Figure 7: LGAD time resolution vs. bias voltage for devices irradiated to fluences up to 1015 neq/cm2.
Reprinted from Ref. [17].
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Above is a space-time diagram demonstrating the inability of close-by photons to 
resolve a vertex alone, using a H → γγ decay as illustration. The reconstructed time 
for the photons from the hard scatter, in green, must be cross referenced with the 
time information of the 4D vertices in order to accurately identify the originating 

vertex. A triple coincidence, seen at (-2 cm, -.02 ns), of the two photons and a track 
vertex in space-time indicates uniquely the signal vertex. The event is generated from 

a pileup distribution with mean 20 to improve clarity. 

Figure 8: Left: z-t distribution of simulated, 3D, and 4D vertices as in Fig. 1, with the space of vertex
hypotheses from calorimeter-only timing of the two photons from Fig. 2 (right) overlaid in green. Only 20
pileup interactions per event are simulated to aid in the illustration. Right: H→ γγ diphoton mass resolution
as measured in LHC Run 2 (“S2”, black), projected for 140 pileup interactions (“S2+”) with no timing
reconstruction at all (green), projected for 140 pileup interactions with calorimeter timing only (blue), and
projected for 140 pileup interactions with both calorimeter and MTD timing (red).

Isolation as a discriminating variable between prompt charged leptons and jets loses its power
when additional pileup tracks are mis-assigned to the lepton primary vertex. Figure 9 shows that
with precision timing information, mis-assignment is reduced to ∼LHC levels in HL-LHC con-
ditions. As expected, isolation efficiencies for charged leptons are also recovered to near LHC
levels when requiring 3σ compatibility between isolation track time and lepton vertex time. This
is illustrated in Figure 10 for muons and hadronic tau decays.

Emiss
T reconstruction, which relies on accurate knowledge of the 4-vectors of all particles in the

event, is degraded in HL-LHC conditions due to vertex merging and confusion. The availability of
precision time information significantly limits that degradation. Figure 11 demonstrates that there
is some reduction in the tails of the Emiss

T distribution to be expected from the inclusion of timing
information afforded by the MTD in the reconstruction.

5. Conclusion

To exploit the HL-LHC physics potential, significant upgrades to the tracker, calorimeter, and
electronics of the CMS detector are required. However, these planned upgrades do not fully ad-
dress the problems caused by vertex merging in events with 140–200 pileup interactions per cross-
ing: degraded vertex location accuracy for processes with neutral particles in the final state, such
as H→ γγ; reduced discriminating power of charged lepton isolation due to track-vertex mis-
assignment; and worsened jet energy and Emiss

T resolution due to the same. A MIP timing detector
with better than 50 ps time resolution throughout the HL-LHC run period can provide a crucial
piece of disambiguating information, allowing for near-LHC performance to be achieved in HL-
LHC conditions. The technology to build such a detector within the framework of the CMS Phase
2 upgrades is within reach.
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Left: The multiplicity of tracks from the hard interaction in Z → μμ events to be 
reconstructed and associated to the hard-scatter vertex as a function of pileup density 
expressed as the number of events per millimeter.

Right: The multiplicity of tracks associated to the hard primary vertex which originate 
from pileup, shown without precision timing and with precision timing as a function of 
pileup density for several different acceptance scenarios. 

Figure 9: Average number of pileup tracks mis-assigned to the Z→ µµ decay vertex vs. interaction density
along the z-coordinate (a measure of pileup) for 3D (blue circles and right-side-up triangles) and 4D (red
squares and upside down triangles) vertexing. 25 ps vertex timing resolution is assumed. LHC pileup con-
ditions (20 interactions per crossing) correspond to 0.1-0.4 events/mm, HL-LHC minimal pileup conditions
(140 interactions per crossing) correspond to 0.4-1.4 events/mm, and HL-LHC nominal pileup conditions
(200 interactions per crossing) correspond to 1.4-1.9 events/mm. The LHC beamspot size is different in the
simulations of 140 and 200 interactions per crossing, which accounts for the small differences between the
two curves showing 3D vertexing.

Figure 10: Track isolation efficiency vs. interaction density along the z-coordinate for prompt muons from
Z→ µµ events and fake muons from tt events (left) and hadronic tau decays from Z→ ττ events (right).
A requirement of 3σ compatibility between isolation track time and lepton vertex time is imposed. The red
(blue) curves represent measurements made with (without) the MTD simulated.
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Figure 11: Emiss
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