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In the next decades several experiments will attempt to determine the neutrino mass hierarchy, i.e. the sign of $\Delta m^2_{31}$. Since the two hierarchies are non-nested hypotheses, $\Delta \chi^2 = \chi^2_{IH} - \chi^2_{NH}$ does not follow a one-degree-of-freedom chi-square distribution (for example, it can be negative): it is possible to prove that, under certain assumptions, it follows a Gaussian distribution with $\sigma = 2\sqrt{\Delta \chi^2}$; these assumptions seem to be verified for reactor neutrino experiments, at least in some simplified cases, but, for example, not for accelerator neutrino experiments. I will discuss the possible definitions of sensitivity, using both the Bayesian and the frequentist perspectives, how they should be modified if the conditions for Gaussianity are not fulfilled, and in which cases the two procedures used to treat the pull parameters (marginalization and minimization) yield the same $\Delta \chi^2$. I will focus on the advantages and disadvantages of the different approaches proposed, and in particular on their physical interpretations.
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1. Statistical Distribution of $\Delta \chi^2$

One of the open problems in neutrino physics is the determination of the mass hierarchy (MH), \textit{i.e.} the sign of $\Delta m^2 = m^2_3 - m^2_1$, where $m_3$, $m_1$ are two of the neutrino mass eigenvalues: if this difference is positive, the hierarchy is called normal (NH), if negative, it is called inverted (IH). In the next decade several experiments will try to perform this measurement, in particular we will discuss more in detail the MH determination using accelerator neutrino experiments (or long baseline neutrino experiments, LBNE) and reactor neutrino experiments (RNE).

In order to determine the MH it is convenient to define a test statistic, namely a function of the experimental data, whose value is related to the hierarchy (for example, it could be positive if the hierarchy is normal, negative if it is inverted). In this presentation, we will consider the experimental data, whose value is related to the hierarchy (for example, it could be positive if the hierarchy is normal, negative if it is inverted). In this presentation, we will consider $\Delta \chi^2$ as test statistic, defined as

$$\Delta \chi^2 = \chi^2_{IH} - \chi^2_{NH} = -2 \ln \frac{P(D|\hat{\theta}, IH)}{P(D|\hat{\theta}', NH)} \quad (1.1)$$

Where $\hat{\theta}'$ and $\hat{\theta}$ are the best fit values for the eventual pull parameters considered. $\Delta \chi^2$ is not the only possible test statistic: possible alternatives for LBNE and RNE are proposed, for example, in [1] and [2].

From the statistical point of view, the main problem is that the two hierarchies are disjoint hypotheses: this means that Wilks’ theorem cannot be applied and $\Delta \chi^2$ does not follow a chi-square distribution; as a consequence, if for example we are using a frequentist approach, the confidence in the mass hierarchy determination (expressed as usual as the number of Gaussian standard deviations $\sigma$’s) is not necessarily equal to $\sqrt{\Delta \chi^2}$.

The non-nested problem arise from the fact that $\text{Sign}(\Delta m^2_{31})$ can only assume two discreet values, $+1$ and $-1$; it is possible to avoid this problem introducing an additional pull parameter: for the MH determination this was suggested first in [3]. Indeed, in RNE only the absolute values of the $\Delta m^2$’s can be measured, however the mass hierarchy can still be determined from the relation $|\Delta m^2_{31}| = |\Delta m^2_{23}| + (1 - 2\eta)|\Delta m^2_{21}|$; for $\eta = 0$ the hierarchy is normal, for $\eta = 1$ the hierarchy is inverted; this method, however, cannot be used in LBNE. It is also possible to use the more general approach described in [4], where a linear combination of the spectra obtained using two different hypothesis is considered, \textit{i.e.} $\eta f(E) + (1 - \eta)g(E)$. We can write the $\chi^2 = \chi^2(\eta)$ as a function of $\eta$ (the generalization to the case with additional pull parameters is trivial); we can define now two $\Delta \chi^2$’s, $\Delta \chi^2_{NH}$ and $\Delta \chi^2_{IH}$:

$$\Delta \chi^2_{NH} = \chi^2(0) - \chi^2(\hat{\eta}) \quad \Delta \chi^2_{IH} = \chi^2(1) - \chi^2(\hat{\eta}) \quad (1.2)$$

where $\hat{\eta}$ is the best fit value for $\eta$. Both $\Delta \chi^2$’s now follow a chi-square distribution, since in both cases we are dealing with nested hypotheses: “$\eta = 0(1)$” versus “$\eta \in \mathcal{S}$”, however the $\Delta \chi^2$ defined in (1.1) is the difference between these two quantities, indeed

$$\Delta \chi^2_{IH} - \Delta \chi^2_{NH} = \chi^2(1) - \chi^2(\hat{\eta}) - (\chi^2(0) - \chi^2(\hat{\eta})) = \chi^2_{IH} - \chi^2_{NH} = \Delta \chi^2 \quad (1.3)$$

and hence does not follow a chi-square distribution.

It was proven that if there are no pull parameters (“simple vs simple” scenario), the $\Delta \chi^2$ defined in (1.1) follows a Gaussian distribution, with $\mu = \Delta \chi^2$ and $\sigma = 2\sqrt{\Delta \chi^2}$ [5]; this is also true
when pull parameters are taken into account, if some conditions are satisfied [6, 7, 8]. In particular, it seems that these conditions are satisfied in RNE (at least in some simplified models), but not in LBNE, as can be seen from Fig. 1; more details on the models used can be found in [9]. We will discuss now how to quantify the sensitivity in the mass hierarchy determination, using a frequentist or a Bayesian approach.
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**Figure 1:** Statistical distribution of $\Delta \chi^2$ for RNE (left panel) and LBNE (central and right panels)

### 2. Sensitivity to Mass Hierarchy

#### 2.1 Frequentist Approach

In a frequentist hypotheses test we are comparing a hypothesis $H_0$, often called null hypothesis, versus an alternative hypothesis $H_1$: we define a critical region, if the value of the test statistic $T$ is inside that region, $H_0$ is excluded, if it is outside $H_0$ is accepted. The confidence level (CL) is given by $1 - \alpha$, where $\alpha$ is the probability of rejecting $H_0$ even if it is true, while the power is $1 - \beta$, where $\beta$ is the probability of not rejecting $H_0$ if $H_1$ is true. In the case of the MH we can perform a hypothesis test by testing each hierarchy separately [8]: we define two thresholds, $T_{c,NH}$ and $T_{c,IH}$: if $T < T_{c,NH}$ the normal hierarchy is rejected, if $T > T_{c,IH}$ the inverted hierarchy is rejected. It is worth mentioning that, depending on the choice of $T_{c,NH}$ and $T_{c,IH}$, it is possible to accept or reject both hierarchies at the same time; moreover the CL depends on the statistical distribution of $\Delta \chi^2$. Since the CL depends only on the choice of $T_{c,NH}$ and $T_{c,IH}$, not on the actual result of the experiment (which tells us only if such a CL is achieved or not), it can be convenient to use the hypothesis test to quantify the sensitivity to the MH of future experiments. There are a couple of possible definition of sensitivity often used in literature [7, 8]; in the Gaussian, symmetric case (i.e. when $\mu_{NH} = \Delta \chi^2 = -\mu_{IH}; \mu_{NH}$ an $\mu_{IH}$ are the average value of $\Delta \chi^2$ for the NH and IH) we have

- **Median sensitivity:** $T_{c,NH(IH)} = -(+)\overline{\Delta \chi^2}$; CL (expressed as number of $\sigma$’s) is $\sqrt{\Delta \chi^2}$, but $\beta = 0.5$

- **Mean Sensitivity:** $T_{c,NH} = T_{c,IH} = 0$, CL is $\sqrt{\Delta \chi^2}/2$, but $\beta = \alpha$

Another common criterium for a discovery is the p-value, defined as a probability of finding a more extreme result than the observed one if $H_0$ is true. In the case of the MH, both the p-values for NH and IH must be reported: indeed, let’s assume that an experiment was able to exclude the NH at $5\sigma$’s; this however is not sufficient to conclude that the hierarchy is inverted, because the scenario would be quite different if the IH was compatible with the data at $1\sigma$ level or if it was also excluded at $5\sigma$’s.
2.2 Bayesian Approach

Using the frequentist approach it is only possible to calculate the probability $P(D|MH)$ of obtaining the data $D$ given a certain hypothesis, i.e. the compatibility of each hierarchy with the data; $P(MH|D)$, instead, i.e. the probability for the hierarchy to be normal or inverted given the experimental data, can be calculated only using the Bayesian theorem, for example

$$P(NH|D) = \frac{\pi(NH)}{\pi(NH) + \pi(IH)K^{-1}}$$

$$K = \frac{P(D|NH)}{P(D|IH)} = e^{-\Delta \chi^2/2}$$

Where $\pi(MH)$ are the priors for the normal or inverted hierarchy; the choice of priors can influence significantly the final result, however in the case of the MH there is a very natural choice, i.e. symmetric priors where $\pi(NH) = \pi(IH) = 0.5$. $K$ is called the Bayes factor, in the last step we used the definition of $\chi^2 = -2\ln P(D|H)$, however it is important to underline that, if pull parameters are considered, the $\Delta \chi^2$ used in Eq. 2.1 can be quite different from the one defined in 1.1; indeed, using the Bayesian approach the eventual pull parameters must be marginalized, i.e. integrated over, weighted by their priors, while in the frequentist approach they must be minimized. In general the two procedures yield different results, however using Laplace method it is possible to verify that, if certain conditions are fulfilled (namely, if $\chi^2$ is strongly peaked around the minimum and if the determinant of the covariance matrix calculated at the minimum is the same for the two hierarchies), the two procedures are equivalent: this method cannot be applied to LBNE, but it works with reasonable precision for RNE [9].

Finally, it is important to notice that the Bayesian and the frequentist approaches give different and complementary information: the first one gives us the probability for the hierarchy to be normal or inverted, while the second one tells us the compatibility of each hierarchy with the data: for a more complete analysis both should be used.
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