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The nucleon spin structure has puzzled the physics community for about 30 years since the orig-
inal discovery made by the EMC collaboration in late 1980s that the quark spin only contributes
a small fraction to the nucleon spin. With major efforts from both theoretical and experimental
sides, the quark spin contribution is relatively well known and the gluon spin contribution is be-
coming known in recent years. To fully understand the nucleon spin structure, the study has gone
beyond one dimensional to three dimensional (3D) to probe the confined motion and access the
orbital angular momentum of the partons inside the nucleon. In this paper, we briefly review the
experimental status and the progress during the last year on the study of nucleon spin and 3D
structures.
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1. Introduction

Quantum chromodynamics (QCD) is nowadays viewed as the fundamental theory of strong
interactions. The asymptotic freedom that the strong coupling constant is small at high energy
scales is one of the main properties of QCD. It ensures the application of the perturbation theory
and has been precisely tested in experiments. On the other hand, QCD at low energy scales, e.g.
the hadron scale, remains unsolved due to its nonperturbative nature. It is listed as one of the top
10 challenges for physics, and is also important for discovering new physics beyond the standard
model.

The nucleon structure is one of the most active areas in QCD. In late 1980s, the EMC collab-
oration firstly measured the quark spin contribution in a polarized nucleon and found that it only
carried a small fraction [1, 2]. This result severely contradicts with the naive quark model in which
the nucleon spin is all carried by the quark spin, and it was referred to as the “proton spin crisis”. It
is now known that the quark spin, 1

2 ∆Σ, contributes about 1/3 of the nucleon spin, and the remain-
ing nucleon spin is attributed to the gluon spin, ∆G, and orbital angular momenta, Lq (quarks) and
Lg (gluons), as

SN =
1
2
=

1
2

∆Σ+∆G+Lq +Lg, (1.1)

although the decomposition is theoretically nontrivial and one may have different operator defini-
tions of the orbital angular momenta [3, 4].

In last 30 years, impressive experimental progress has been made in QCD spin physics, includ-
ing inclusive spin-dependent deep inelastic scattering (DIS) experiments at CERN (EMC, SMC,
and COMPASS), SLAC (E80, E142, E143, E154, and E155), DESY (HERMES), and JLab (Hall
A, B, and C), semi-inclusive DIS experiments at CERN (SMC and COMPASS), DESY (HER-
MES), and JLab (Hall A, B, and C), polarized pp collisions at BNL (PHENIX and STAR) and
FNAL (POL. DY), and polarized e+e− collisions at KEK (Belle). In this paper, we briefly review
the status and the progress in the last year on nucleon spin and 3D structures.

2. Progress in 1D spin structures

Among the four terms in the nucleon spin decomposition, the quark spin is the most exten-
sively studied. A global QCD analysis of the inclusive DIS, semi-inclusive DIS (SIDIS), and the
single inclusive e+e− data to simultaneously fit polarized parton distribution functions (PDFs) and
charged pion and kaon fragmentation functions (FFs) is performed by the JAM Collaboration using
the iterative Monte Carlo approach [5], shown in Figure 1. At the scale Q = 1GeV, the extracted
total quark spin is ∆Σ = 0.36(9), the triplet axial charge is a3 = ∆u+ −∆d+ = 1.24(4), and the
octet axial charge is a8 = ∆u++∆d+−2∆s+ = 0.46(21). Without imposing the SU(3) symmetry
in the analysis, a small value of the strange quark polarization is extracted with relatively large
uncertainty ∆s+ =−0.03(10).

In DIS, the gluon spin-dependent PDF can be studied via the scaling violation of the spin struc-
ture function g1(x,Q2) provided wide Q2 span of the data, but only loose constraints are obtained.
A measurement of asymmetries directly sensitive to the gluon polarized PDF is one of primary
motivations of the RHIC spin program, and the longitudinal double spin asymmetries of inclusive
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The detailed expressions for DIS and SIA observables
can be found Refs. [5] and [14], respectively. For the SIDIS
data, the observables measured are the longitudinal double
spin asymmetries Ah

1 for the production of a hadron h,

Ah
1ðx; z; Q2Þ ¼ gh1ðx; z; Q2Þ

F1ðx; z; Q2Þ
; ð1Þ

where the semi-inclusive spin-dependent gh1 and spin-
averaged Fh

1 structure functions depend on both x and
the fraction z ¼ p · ph=p · q of the virtual photon’s
momentum (q) carried by the hadron (ph ), with p the
target momentum.
The polarized gh1 function in Eq. (1) is defined in terms of

the spin-dependent PDFs Δq and FFs Dh
q,

gh1ðx; z; Q2Þ ¼ 1

2

X

q

e2qΔqðx;Q2ÞDh
qðz;Q2Þ þ OðαsÞ; ð2Þ

where the OðαsÞ corrections are given in Ref. [15]. The
unpolarized structure function Fh

1 is defined analogously,
with the spin-dependent PDFs replaced by their spin-
averaged counterparts.
Following Refs. [5,14], we parametrize both the polar-

ized PDFs and FFs at the input scale Q2
0 ¼ 1 GeV2 using

template functions of the form

Tðx; aÞ ¼ Mxað1 − xÞbð1 þ c
ffiffiffi
x

p
Þ

Bðn þ a; 1 þ bÞ þ cBðn þ 1
2 þ a; 1 þ bÞ

; ð3Þ

where a ¼ fM; a; b; cg are the fitting parameters, and B is
the Euler Beta function. For the polarized PDFs, we set
n ¼ 1 so that M corresponds to the first moment. This
template is used for all the fitted polarized PDFs, which we
choose to be Δqþ , Δq̄, and Δg, for flavors q¼ u , d, and s.
The FFs are also given by Eq. (3) (with x replaced by z),
setting c ¼ 0 and n ¼ 2, so that M corresponds to the
average momentum fraction carried by the produced
hadron. For the FFs Dπþ

u þ ≡Dπþ
u þ Dπþ

ū ¼ Dπþ
dþ , D

Kþ

u þ , and
DKþ

sþ , which contain both favored and unfavored distribu-
tions, we assign two template functions, while for the
remaining unfavored FFs, Dπþ

ū ¼ Dπþ
d , Dπþ

s ¼ ð1=2ÞDπþ
sþ ,

DKþ
ū ¼ ð1=2ÞDKþ

dþ and DKþ
s , along with the heavy quarks

and gluons, a single template function is used. Following
Ref. [14], we use the zero mass variable flavor scheme and
parametrize the heavy quark FFs discontinuously at their
mass thresholds.
The resulting χ2 values for each process fitted in our

analysis are presented in Table I. For inclusive DIS, we use
the data sets from Refs. [16–31], and for SIA from
Refs. [32–49]. The SIDIS data sets are from HERMES
[50] for π% and K% production from the deuteron, and π%

production from the proton, and from COMPASS with π%

and K% production from deuterium [51] and hydrogen [52]

targets. Overall, the χ2 per datum for all the SIDIS π% data
is 68.5=80 and 49.3=71 for the K% data, while the χ2 per
datum for the combined inclusive DIS, SIDIS, and SIA data
is 1969.7=1855 ≈ 1.06.
The polarized quark and antiquark PDFs from the

combined fit are illustrated in Fig. 1, together with their
1σ uncertainties. (The polarized gluon PDF is essentially
unchanged from the earlier JAM15 analysis [5].) For the
denominator of the asymmetries Ah

1 , we use spin-averaged
PDFs from the CJ12 NLO global fit [53]. Using the

TABLE I. Summary of χ2 values and number of data points
Ndat for the various processes used in this analysis.

Process Target Ndat χ2

DIS p, d, 3He 854 854.8
SIA (π% ) 459 600.1
SIA (K% ) 391 397.0
SIDIS (π% )

HERMES [50] d 18 28.1
HERMES [50] p 18 14.2
COMPASS [51] d 20 8.0
COMPASS [52] p 24 18.2

SIDIS (K% )
HERMES [50] d 27 18.3
COMPASS [51] d 20 18.7
COMPASS [52] p 24 12.3

Total 1855 1969.7

FIG. 1. Spin-dependent PDFs with 1σ uncertainty bands from
the JAM17 fit at the input scale Q2

0 ¼ 1 GeV2. The full results
(red solid curves) are compared with the JAM15 Δqþ PDFs [5]
(blue dashed curves) and with the DSSV09 fit [10] for sea quark
PDFs (green dotted curves). The Δsþ PDF is also compared with
the JAM17 fit including the SU(3) constraint on the octet axial
charge (black dot-dashed curve).
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Figure 1: Spin-dependent PDFs at Q = 1GeV with 1σ uncertainty bands from the fit by the JAM Collabo-
ration [5].

jet productions measured by the STAR Collaboration [6, 7, 8, 9] and pion productions measured
by the PHENIX Collaboration [10, 11, 12, 13, 14, 15] have been incorporated into the global QCD
analysis of spin-dependent PDFs. The first measurement of the longitudinal double spin asymmetry
for midrapidity dijet production in polarized pp collisions is reported by STAR Collaboration [16],
shown in Figure 2. The measured asymmetry is consistent with the theoretical calculations using
previous next-to leading order (NLO) global fit of polarized PDFs, and supports the finding of pos-
itive gluon polarization at the level of ∆G ∼ 0.2 over the region of x > 0.05 [17, 18]. On the other
hand, the first lattice QCD calculation of the gluon spin contribution to the nucleon spin is reported
by the χQCD Collaboration [19]. The gluon spin in the Coulomb gauge in the MS scheme is ob-
tained from the one-loop perturbative matching. In the large momentum limit and at the physical
pion mass, it is found that the gluon spin is SG = 0.251(47)(16) at µ2 = 10GeV2.

Although the proton spin-dependent structure function has been precisely measured in the
DIS regime over a wide x-range, there are very few studies of the low-Q2 region governed by soft
processes and the transition region to high-Q2. A measurement of the longitudinal double spin
asymmetry and the spin structure function g1 at low-Q2 and small-x region on a proton target using
two beam energies 160GeV and 200GeV is reported by the COMPASS Collaboration [20], shown
in Figure 3. The statistical precision is more than ten times better than previous measurements in
this region. A positive asymmetry is observed, for the first time indicating the spin effects at such
small-x values, while in the previously reported measurement on a deuteron target the asymmetry
is compatible with zero [21].
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contribution from the UEH to the dijet mass is from the
individual jet masses [32], which are typically treated as
massless in NLO calculations. The UEH correction was
estimated from simulation by taking the ratio of the
particle-level over parton-level dijet yields. The ratio ranges
from 1.44 at low mass to 1.22 at high mass and is used as a
multiplicative correction to the NLO predictions.
The systematic uncertainty on both the UEH correction

(double-hatched red band) and the theoretical cross section
itself took into account the uncertainty on the PDF set used
as well as sensitivity to the variation of the factorization and
renormalization scales, which were altered simultaneously
by factors of 0.5 and 2.0. The factorization and renorm-
alization scales were also varied independently between the
limits above, but the resulting deviation was always less
than the simultaneous case. The systematic uncertainty on
the UEH correction ranged between 39% and 7% from low
to high mass, respectively, while the uncertainty on the
theory was between 19% and 43%. The height of the blue
hatched band represents the quadrature sum of the theo-
retical and UEH systematics. Note that neither systematic
uncertainty is symmetric about its nominal value.
Systematic uncertainties on the extracted cross section
are smaller than the theoretical uncertainties for all mass
bins, meaning these data have the potential to improve our
understanding of UEH effects (at low mass) and unpolar-
ized PDFs in our kinematic regime.

Sorting the yields by beam spin state enables a deter-
mination of the longitudinal double-spin asymmetry ALL,
evaluated as

ALL ¼
P

ðPYPBÞðNþþ − rNþ−ÞP
ðPYPBÞ2ðNþþ þ rNþ−Þ

; ð2Þ

where PY;B are the polarizations of the yellow and blue
beams, Nþþ and Nþ− are the dijet yields from beam
bunches with the same and opposite helicity configurations,
respectively, and r is the relative luminosity of these
configurations. The sum is over individual runs, which
ranged from 10 to 60 minutes in length and were short
compared to changes in beam conditions. The factor r was
close to unity on average, varying between 0.8 and 1.2.
As noted previously, the advantage of a correlation

observable over inclusive measurements lies in the former’s
superior ability to constrain initial state kinematics based
on, for example, invariant mass and dijet topological
configurations. The asymmetry ALL is presented for two
distinct topologies: “same-sign” in which both jets have
either positive or negative pseudorapidity, and “opposite-
sign” in which one jet has positive and the other negative
pseudorapidity. The opposite-sign topology selects events
arising from relatively symmetric (in x) partonic collisions,
whereas same-sign events select more asymmetric colli-
sions. The most asymmetric, high-pT collisions are pref-
erentially between a high momentum (high x and therefore
highly polarized) quark and a low momentum gluon. The
control over initial kinematics achievable with dijets can be
seen in Fig. 3 which presents the partonic momentum
fraction distributions (weighted by partonic ALL) of the
gluons as obtained from PYTHIA for a sample of detector
level dijets with 19.0 < M < 23.0 GeV=c2, as well as for
inclusive jets with 8.4 < pT < 11.7 GeV=c. The increase
in x resolution achievable with dijets compared to inclusive
jets is evident from the much narrower dijet x distributions.
The asymmetric nature of the collisions in the same-sign
events (upper plot) can be seen in the separation of the
high- and low-x distributions, whereas the opposite-sign
events (lower plot) sample an intermediate x range. Other
dijet mass bin choices sample different gluon x regions.
Values of ALL extracted from the data via Eq. (2)

represent an admixture of the asymmetries produced from
the three dominant partonic scattering subprocesses: qq,
qg, and gg. The STAR trigger is more efficient for certain
subprocesses [13], altering the subprocess fractions in the
data set and thereby shifting the measured ALL. Further
distortions can arise due to systematic shifts caused by the
finite resolution of the detector coupled with a rapidly
falling invariant mass distribution. Corrections were
applied to the raw ALL values to compensate for these
effects. A trigger and reconstruction bias correction was
determined by comparing ALL from simulation at the
detector and parton levels using several polarized PDFs
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which predict asymmetries that “bracket” the measured
ALL values. Although PYTHIA does not include parton
polarization effects, asymmetries could be reproduced via a
reweighting scheme in which each event was assigned a
weight equal to the partonic asymmetry as determined by
the hard-scattering kinematics and (un)polarized PDF sets.
The trigger and reconstruction bias correction in each mass
bin was determined by evaluating ΔALL ≡ Adetector

LL −
Aparton
LL for each of the selected PDFs, then taking the

average of the minimum and maximum values found.
These corrections to ALL varied from 0.0006 at low mass
to 0.0048 at high mass. Half of the difference between the
minimum and maximum ΔALL was taken as a systematic
uncertainty on the correction.
Figure 4 presents the final dijet ALL measurement for the

same-sign (top) and opposite-sign (bottom) topological
configurations as a function of dijet invariant mass, which
has been corrected back to the parton level. The correction
to parton level is achieved by shifting each point by the
average difference between the detector and parton-level
dijet masses for a given detector-level bin. The heights of
the uncertainty boxes represent the systematic uncertainty
on the ALL values due to the trigger and reconstruction bias
(3–32 × 10−4) and residual transverse polarization compo-
nents in the beams (3–26 × 10−4). The relative luminosity
uncertainty (5 × 10−4) also results in an uncertainty in the

vertical dimension that is common to all points and is
represented by the gray band on the horizontal axis. This
uncertainty was evaluated by comparing relative luminosity
values obtained using the STAR BBCs and ZDCs, as well
as from quantitative inspection of a number of single- and
double-spin asymmetries expected to yield null results. The
widths of the boxes represent the systematic uncertainty
associated with the corrected dijet mass values and, in
addition to contributions from the uncertainty on the
correction to the parton level, include uncertainties on
calorimeter tower gains and efficiencies as well as TPC
momentum resolution and tracking efficiencies. A further
uncertainty was added in quadrature to account for the
difference between the PYTHIA parton level and NLO
pQCD dijet cross sections. This PYTHIA vs NLO pQCD
uncertainty dominates in all but the lowest mass bin,
rendering the dijet mass uncertainties highly correlated.
The ALL values and associated uncertainties can be found in
Table I with more detail in the Supplemental Material [30].
Theoretical ALL values were obtained from the dijet

production code of de Florian et al. [7] using the
DSSV2014 [17] and NNPDFpol1.1 [18] polarized PDF
sets as input, normalized by the MRST2008 [33] and
NNPDF2.3 [34] unpolarized sets, respectively. As was
done for the unpolarized cross section, theoretical values
were generated using the same jet-finding parameters as the
data. Uncertainty bands representing the sensitivity to
factorization and renormalization scale (solid) and polar-
ized PDF uncertainty (hatched) were generated for the
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Figure 2: The cross section (left) and double spin asymmetry (right) of the midrapidity dijet production in
pp collisions measured by STAR Collaboration[16].
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Fig. 3. The asymmetry Ap
1 as a function of x at the measured Q 2 values for x < 0.01 (left) and as a function of ν (right). Error bars represent statistical and bands systematic 

uncertainties. On the left, results from other experiments [7 ,11,21] are also shown.

Fig. 4. The asymmetry Ap
1 as a function of Q 2 in 15 bins of x for the two beam energies. The bands indicate the size of the systematic uncertainties.

0.2 (GeV/c)2. The largest additive contribution originates from pos-
sible false asymmetries, which are estimated from time-dependent 
instabilities in the spectrometer as described in Ref. [16]. In certain 
bins, it can be larger than the statistical uncertainty.

The spin-dependent structure function of the proton, gp
1 , is de-

termined from the virtual-photon asymmetry Ap
1 neglecting Ap

2:

gp
1 = F p

2

2x(1 + R)
Ap

1. (4)

Here, F p
2 is the spin-independent structure function of the proton. 

For F p
2 we used the SMC parameterisation [11] within its validity 

limits, i.e. x > 0.0009 and Q 2 > 0.2 (GeV/c)2. Outside these limits, 
the values were calculated using the phenomenological model of 
Refs. [17 ,18 ], which is based on the GVMD concept. Equation (4)
can be written as

gp
1 = F p

2

2x D(1 + R)
Ap

LL, (5)

so that the systematic uncertainty of gp
1 can be obtained from 

the following three components: i) the systematic uncertainty of 
Ap

LL ≡ Ap
1/D , ii) the systematic uncertainty of F p

2 , and iii) the sys-
tematic uncertainty of the product D(1 + R). The systematic uncer-

468 COMPASS Collaboration / Physics Letters B 781 (2018) 464–472

Fig. 5. The spin-dependent structure function gp
1 as a function of Q 2 in 15 bins of x, 

shifted vertically for clarity. Open (closed) symbols correspond to 160 GeV (200 GeV) 
data with error bars showing statistical uncertainties.

tainties of ALL and R were already discussed above. The system-
atic uncertainty of F p

2 is estimated from the difference between 
the SMC parameterisation and the models of Refs. [17 ,19,20]. It is 
taken as half of the maximum of the absolute differences between 
the used parameterisation or model and the remaining models. 
For Q 2 > 0.2 (GeV/c)2, this is always the absolute value of the 
difference between the SMC parameterisation and the model of 
Refs. [17 ,19]. When calculating g p

1 using Eq. (5) instead of Eq. (4), 
we benefit from the fact that D and R are correlated (see also 
Ref. [8 ]), which results in a reduced systematic uncertainty com-
pared to the one of Ap

1.

5. Results

We present here the results for the spin asymmetry Ap
1 and 

the spin structure function gp
1 measured in the kinematic range 

Q 2 < 1 (GeV/c)2 and 4 × 10−5 < x < 4 × 10−2 using the two beam 
energies 160 GeV and 200 GeV. For each beam energy, the data 
are analysed in four two-dimensional grids: (x, Q 2), (ν, Q 2), (x, ν)
and (Q 2, x), where the latter has a smaller number of x bins.

The x dependence of Ap
1 at the measured values of Q 2 is shown 

in Fig. 3 (left) for the two beam energies. A positive asymme-
try is observed, which slightly rises with x. It amounts to about 
0.01 at x < 10−3, indicating for the first time the existence of 
spin effects at such small values of x. Note that the COMPASS 
results for the deuteron [8 ] show an asymmetry Ad

1 compatible 
with zero. In Fig. 3 (left), also the results for Ap

1 from SMC [7 ,
11] and HERMES [21] are shown. Within the large statistical un-
certainties, their results are consistent with our present results, 
but also with zero. Compared to the results from SMC, which is 
the only other experiment that covers the low-x region, we im-
prove the statistics by a factor of about 150. In Fig. 3 (right), 
the ν-dependence of Ap

1 is shown. A rather flat distribution is 
measured, apart from a slight enhancement for ν < 50 GeV that 
corresponds to higher values of Q 2. In Fig. 4, the results for Ap

1
are shown versus Q 2 for the 15 bins in x. The results obtained at 

Fig. 6. The spin-dependent structure function gp
1 as a function of x in 5 bins of Q 2. 

Closed (open) symbols correspond to 160 GeV (200 GeV) data with error bars show-
ing statistical uncertainties. Bands indicate the size of the systematic uncertainties. 
The data points of the first bin in Q 2 are slightly shifted to the left for better visi-
bility.

160 GeV and 200 GeV are consistent in the overlapping Q 2 region. 
From the figure, no conclusion on a possible Q 2 dependence can 
be drawn.

For the two beam energies, our results on gp
1 are shown versus 

Q 2 for the same 15 bins in x (Fig. 5) and versus x in 5 different 
bins in Q 2 (Fig. 6). Down to the smallest value of x, i.e. 4 × 10−5, 
gp

1 is positive within experimental uncertainties and does not show 
any trend to become negative or to grow with decreasing values 
of x.

All numerical values are available on HepData [22]. The numer-
ical values for Ap

1 and gp
1 versus x, averaged over Q 2, are given 

together with their statistical and systematic uncertainites in Ta-
ble A.1 of the appendix for the two energies separately. The data 
for the two energies were combined and false asymmetries reeval-
uated for the merged data. The values for the combined results are 
given in Table A.2.

In Fig. 7 , the present results on gp
1 are compared with the pre-

dictions of the phenomenological models of Refs. [5,6]. The first 
model (BKZ) is based on GVMD ideas supplemented by the Regge 
formalism. The contribution of heavy vector mesons to gp

1 was 
treated as an extrapolation of the QCD improved parton model to 
arbitrarily low values of Q 2. The magnitude of the light vector me-
son contribution was fixed in the photoproduction limit by relating 
the first moment of gp

1 to the static properties of the proton via the 
Drell–Hearn–Gerasimov sum rule [23], using the measurements 
in the region of baryonic resonances [24]. For more details, see 
Ref. [5] and references therein. In these models, both perturbative 
and non-perturbative contributions to gp

1 are found to be present 
at all values of Q 2. Reasonable agreement is observed between 
the BKZ model and our measurements in all four two-dimensional 
grids of kinematic variables. Fig. 7 (left) shows a comparison of the 
x dependence of the BKZ model prediction with the results for gp

1
obtained combining the 160 GeV and 200 GeV results.

In the model of Ref. [6] (ZR), the nonperturbative part of g1 is 
also parameterised using the vector meson dominance mechanism 
together with Regge predictions (albeit done differently than in 
Ref. [5]), while in the perturbative part QCD evolution is employed 
together with parton recombination corrections. The gp

1 calcula-
tions of Ref. [6] are presented in Fig. 7 (right), where the broad 
bump at lowest values of x is almost entirely due to the VMD con-
tribution.

6. Summary

New results are presented on the longitudinal double-spin 
asymmetry Ap

1 and the spin-dependent structure function gp
1

of the proton. In the kinematic domain of the measurement,

Figure 3: The longitudinal double spin asymmetry A1 (left) and the spin dependent structure function g1

(right) of the proton measured by COMPASS Collaboration[20].
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The Gerasimov-Drell-Hearn (GDH) sum rule [22, 23] connects the spin-dependent total pho-
toabsorption cross section of a particle to its anomalous magnetic moment κ . For a nucleon it is
expressed as

IGDH
N =

∫ ∞

νth

dν
ν

[
σ 3

2
(ν)−σ 1

2
(ν)

]
= 2π2α

κ2

M2 , (2.1)

where σ 3
2

and σ 1
2

are helicity dependent total photoabsorption cross sections with total helicity
projection of 3/2 and 1/2 respectively, and for a nuclear target with spin-S, it is expressed as

IGDH =
∫ ∞

νth

dν
ν

[
σP(ν)−σA(ν)

]
= 4π2α

κ2

M2 S, (2.2)

where the subscripts P and A denote the beam helicity parallel and antiparallel to the target spin.
The GDH sum rule can be generalized to the virtual photon, known as the generalized GDH

sum rule, which is related to the moment of the spin-dependent structure functions as

IT T (Q2) =
M2

4π2α

∫ ∞

νth

K(ν ,Q2)σT T (ν ,Q2)

ν2 dν

=
2M2

Q2

∫ xth

0

[
g1(x,Q2)− 4M2

Q2 x2g2(x,Q2)
]
dx, (2.3)

where K(ν ,Q2) is the virtual photon flux.
The final analysis of the spin structure function of the proton using polarized electrons with

energies of 1.6, 2.5, 4.2, and 5.7GeV scattered from 15NH3 targets (dynamically polarized along
the beam direction) is reported by the CLAS Collaboration [24]. The double spin asymmetries are
measured over a wide kinematic range 0.05GeV2 < Q2 < 5GeV2 and 1.08GeV < W < 3GeV.
The results of the moments of gp

1 is shown in Figure 4. The preliminary result of the first moment
of the neutron spin dependent structure function from the measurement in E97-110 at JLab using a
high pressure polarized 3He target [25] is also shown in Figure 4.

A precise measurement of the deuteron spin structure function and its moments at low-Q2

is reported by the CLAS Collaboration [26]. The generalized GDH sum, shown in Figure 5, is
precisely determined down to a minimum Q2 of 0.02GeV2 for the first time, about 2.5 times lower
than previously published data. Apart from the GDH sum, the forward spin polarizability, which is
a higher moment of the spin structure functions,

γ0(Q2) =
16αM2

Q6

∫ xth

0
x2
[
g1(x,Q2)− 4M2

Q2 x2g2(x,Q2)
]
dx, (2.4)

is also extracted as shown in Figure 5. The measurement at low-Q2 provides a robust test of the
chiral perturbation theory. While chiral calculations are reaching high precision, a satisfactory
description of spin dependent observables still remains challenging.

3. Progress in 3D structures

In contrast to the spin terms which have been extensively studied, our knowledge of the orbital
angular momentum terms in the nucleon spin decomposition is very little. As the orbital angular
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FIG. 35. !
p
1 vs Q2 for EG1b data and selected world data. The

right panel shows an expanded scale at small Q2. The open circles
represent our data, integrated over the measured region. The filled
blue circles are the full integral from x = 0.001 → 1, excluding the
elastic region. The curves show phenomenological parametrizations
by Burkert and Ioffe [122,123] (magenta) and Pasechnik et al. [124]
(cyan). The limiting cases of large Q2 (“DIS limit”) and Q2 → 0
(“GDH slope”) are also shown, as well as two bands showing χPT
calculations (Lensky et al. [125] and Meissner et al. [126]). The green
band at the bottom represents the total systematic uncertainty.

we account for higher twists. The target mass correction
a2(Q2

o) =
∫ 1

0 dx[x2gLT
1 (x,Q2

0)], in which gLT
1 (x,Q2

0) contains
only the twist-2 contribution to g1, was estimated with
the parton distribution parametrization of Bluemlein and
Boettcher [134]. Q2

0 is a reference scale taken to be 5 GeV2.
The twist-3 contribution d2(Q2

0) was obtained from the SLAC
E155x experiment [41]. A Q2 dependence of the form
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FIG. 36. !
p
3 and !

p
5 vs Q2 for EG1b data. Solid (blue) circles

are the total integral, whereas the open (blue) circles are the integral
over measured data. The curve (red) is our model. The gold and gray
bands at the bottom represent the systematic uncertainties on the data
and the data + model contributions, respectively.

TABLE II. The nine parameters used in the fits,
together with their starting values. Free parameters
started at zero, whereas the fixed parameters
(given with uncertainties) were varied from their
central values to estimate uncertainties in the free
parameters.

Parameter Starting value

f2 0.
µ6 0.
µ8 0.
ga 1.267 ± 0.035
a8 0.579 ± 0.025
#$ 0.154 ± 0.2
a2(Q2

0) 0.0281 ± 0.0028

d2(Q2
0) 0.0041 ± 0.0011

%QCD 0.340 ± 0.008

A(Q2) = A(Q2
0)[αs(Q2

0)/αs(Q2)]b was assumed for a2(Q2)
and d2(Q2) with the anomalous dimensions b = −0.2 and
b = −1, respectively. A value of %QCD = 0.340 ± 0.008 [135]
was used for computing αs(Q2). The variations of the six
quantities gA, a2, d2, A8, $, and %QCD during the χ2

minimization were bounded within their respective error bars;
see Table II for the values used and their bounds. Those,
together with the (unbounded) fit parameters f2, µ6, and µ8,
made a total of nine fit parameters (three unbounded and six
bounded).

The world data together with the OPE leading-twist evolu-
tion (LT) of !

p
1 (Q2) and the elastic contribution to !

p
1 (Q2) are

shown in Fig. 37. The solid black line is the result of fit 1 (see
Table III).

To check the convergence of the OPE series, the lowest
Q2 value, Q2

min, was varied, as well as the order of the OPE
series (truncated to twist 6 or twist 8). The results are given in
Table III.

For a given higher twist truncation order, the fit results are
consistent with each other (see Table III), indicating that the
Q2

min choice has an acceptably small influence. On the other
hand, the results are not consistent for fits with different higher
twist truncation orders. This is to be expected since generally
µ8 > µ6. This is seen too in the higher twist analysis of the
nonsinglet part of !1, the Bjorken sum [131].

The f2 results show the same trend as the results from
the neutron [136] and Bjorken sum analysis [131]: The f2
coefficient tends to display a sign opposite to the sign of
the next significant higher twist coefficient. This may explain
why the approach toward hadron-parton duality [54] at fairly
moderate Q2 holds for g1 at the scale at which the higher twist
coefficients are extracted (see Sec. V H).

The quark spin sum obtained at lower Q2, accounting
for higher twists, is #$ = 0.289 ± 0.014, obtained from an
average of our results. This is larger than, but compatible
with, the leading-twist determination #$ = 0.169 ± 0.084.
It also agrees with the determinations obtained from global
fits of PDFs, which are typically around #$ = 0.24 (see,
e.g., Ref. [3] for a review). The discrepancy between the #$

065208-29

Figure 4: The first moment of the spin dependent structure function g1 of the proton (left) [24] and the
neutron (right) [25].

by the overall normalization uncertainty (about 7–10%,
depending on the kinematic bin, and largely correlated),
model uncertainties for unmeasured quantities (up to 10%
in a few kinematic bins, but normally smaller), and
radiative corrections and kinematic uncertainties (up to
5% near threshold but much smaller elsewhere). These
latter are mostly point-to-point uncorrelated. The model
uncertainties were estimated by modifying the parameters
controlling g1ðx;Q2Þ and g2ðx;Q2Þ. The calculation and
comparison of these contributions are detailed in Ref. [31].
The complete gd1 data set and related moments are

provided in tables as Supplemental Material [33]. The
integrals in Eqs. (2)–(3) are formed by integrating the data
over the xmin < x < x0 range, where xmin is the lowest x
reached by the experiment for a givenQ2 bin. For the lowest
Q2 bin, 0.020 GeV2, xmin ¼ 0.0073, and for the largest Q2

bin considered for integration, 0.592 GeV2, xmin ¼ 0.280.
The data are supplemented by the model to cover the
integration range 0.001 < x < xmin and the threshold con-
tribution (1.07 < W < 1.15 GeV) at high x. There, the
model is used rather than data to avoid quasielastic scattering
and radiative tail contaminations [31].
The integral Γd

1ðQ2Þ is shown in Fig. 2. The original
GDH sum rule provides the derivative of Γ1 atQ2 ¼ 0. The
low-x correction is small. The full integral (solid squares)
agrees with the previous CLAS EG1b experiment [14], but
the minimum Q2 is 2.5 times lower. The statistical
uncertainty of EG4 is improved over EG1b by about a
factor of 4 at the lowest Q2 points, and thus, it allows
for a more stringent test of χPT. The Lensky et al. χPT
calculation [27], which supersedes the earlier calculations

in Ref. [26], agrees with the data. The most recent Bernard
et al. χPT calculation [25] agrees with the few lowest Q2

points. The Pasechnik et al. and Burkert-Ioffe parametri-
zations [24] describe the data well.
The data can also be integrated to form the related

moment ĪdTTðQ2Þ [6] extrapolated to Q2 ¼ 0 and compared
with the original sum rule expectation that ITTð0Þ ¼
−κ2=4. Accounting for the deuteron D state and ignoring
two body breakup and coherent channels, the GDH sum
rule predicts ĪdTT ¼ ð1 − 3ωD=2ÞðIpTT þ InTTÞ ¼ −1.574%
0.026, with ωD ¼ 0.056% 0.01 [34]. We extrapolated to
Q2 ¼ 0 the data below Q2 ¼ 0.06 GeV2, which average at
hQ2i ¼ 0.045 GeV2. To this end, we used the (small) Q2

dependence of the Lensky et al. calculation [27], since it
agrees very well with the data. We find ĪdexpTT ð0Þ ¼
−1.724% 0.027ðstatÞ % 0.050ðsystÞ. This is 10%, or
1.5σ, away from the sum rule prediction of
−1.574% 0.026. This can be compared with the MAMI
and ELSA measurement with real photons: ĪdexpTT ð0Þ ¼
−1.986% 0.008ðstatÞ % 0.010ðsystÞ integrated over 0.2 <
ν < 1.8 GeV (the systematic uncertainties here do not
include any low and large ν contributions) [19]. Using
the proton GDH sum rule world data [19], we deduce the
neutron GDH integral In expTT ð0Þ ¼ −0.955% 0.040ðstatÞ%
0.113ðsystÞ, which agrees within uncertainties with the sum
rule expectation In theoTT ð0Þ ¼ −0.803.
Finally, the generalized spin polarizability γ0ðQ2Þ can be

formed from Eq. (3) and is shown in Fig. 3. The MAID
prediction, a multipole analysis of photo- and electro-
produced resonance data up toW ¼ 2 GeV [35], is relevant
since the low-x contribution, not included in MAID, is
largely suppressed. The χPT calculations differ markedly.
The full γ0 from EG4 (solid squares) agrees with the
Bernard et al. χPT calculation [25], and it disagrees with
the Lensky et al. χPT calculation [27] and with the MAID
model below 0.07 GeV2.
To conclude, we report the first precise measurement of

the Q2 evolution of Γd
1 and of the spin polarizability γ0 on

the deuteron in the 0.02 < Q2 < 0.59 GeV2 domain. The

FIG. 2. The first moment Γd
1ðQ2Þ. The solid circles are the EG4

data integrated over the covered kinematics. The fully integrated
Γd
1 , using a model to supplement data, is shown by the solid

squares. The error bars are statistical. The systematic uncertainty
is given by the horizontal band. The open symbols show data
from the CLAS EG1b [14] and SLAC E143 [32] experiments.
The other bands and lines show various models and χPT
calculations as described in the text. The short-dash line (Model)
does not include the EG4 data, to reveal the new knowledge
gained.

FIG. 3. The generalized spin polarizability γ0ðQ2Þ. See Fig. 2
for legends and theoretical calculations.
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integration range 0.001 < x < xmin and the threshold con-
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model is used rather than data to avoid quasielastic scattering
and radiative tail contaminations [31].
The integral Γd

1ðQ2Þ is shown in Fig. 2. The original
GDH sum rule provides the derivative of Γ1 atQ2 ¼ 0. The
low-x correction is small. The full integral (solid squares)
agrees with the previous CLAS EG1b experiment [14], but
the minimum Q2 is 2.5 times lower. The statistical
uncertainty of EG4 is improved over EG1b by about a
factor of 4 at the lowest Q2 points, and thus, it allows
for a more stringent test of χPT. The Lensky et al. χPT
calculation [27], which supersedes the earlier calculations

in Ref. [26], agrees with the data. The most recent Bernard
et al. χPT calculation [25] agrees with the few lowest Q2

points. The Pasechnik et al. and Burkert-Ioffe parametri-
zations [24] describe the data well.
The data can also be integrated to form the related

moment ĪdTTðQ2Þ [6] extrapolated to Q2 ¼ 0 and compared
with the original sum rule expectation that ITTð0Þ ¼
−κ2=4. Accounting for the deuteron D state and ignoring
two body breakup and coherent channels, the GDH sum
rule predicts ĪdTT ¼ ð1 − 3ωD=2ÞðIpTT þ InTTÞ ¼ −1.574%
0.026, with ωD ¼ 0.056% 0.01 [34]. We extrapolated to
Q2 ¼ 0 the data below Q2 ¼ 0.06 GeV2, which average at
hQ2i ¼ 0.045 GeV2. To this end, we used the (small) Q2

dependence of the Lensky et al. calculation [27], since it
agrees very well with the data. We find ĪdexpTT ð0Þ ¼
−1.724% 0.027ðstatÞ % 0.050ðsystÞ. This is 10%, or
1.5σ, away from the sum rule prediction of
−1.574% 0.026. This can be compared with the MAMI
and ELSA measurement with real photons: ĪdexpTT ð0Þ ¼
−1.986% 0.008ðstatÞ % 0.010ðsystÞ integrated over 0.2 <
ν < 1.8 GeV (the systematic uncertainties here do not
include any low and large ν contributions) [19]. Using
the proton GDH sum rule world data [19], we deduce the
neutron GDH integral In expTT ð0Þ ¼ −0.955% 0.040ðstatÞ%
0.113ðsystÞ, which agrees within uncertainties with the sum
rule expectation In theoTT ð0Þ ¼ −0.803.
Finally, the generalized spin polarizability γ0ðQ2Þ can be

formed from Eq. (3) and is shown in Fig. 3. The MAID
prediction, a multipole analysis of photo- and electro-
produced resonance data up toW ¼ 2 GeV [35], is relevant
since the low-x contribution, not included in MAID, is
largely suppressed. The χPT calculations differ markedly.
The full γ0 from EG4 (solid squares) agrees with the
Bernard et al. χPT calculation [25], and it disagrees with
the Lensky et al. χPT calculation [27] and with the MAID
model below 0.07 GeV2.
To conclude, we report the first precise measurement of

the Q2 evolution of Γd
1 and of the spin polarizability γ0 on

the deuteron in the 0.02 < Q2 < 0.59 GeV2 domain. The

FIG. 2. The first moment Γd
1ðQ2Þ. The solid circles are the EG4

data integrated over the covered kinematics. The fully integrated
Γd
1 , using a model to supplement data, is shown by the solid

squares. The error bars are statistical. The systematic uncertainty
is given by the horizontal band. The open symbols show data
from the CLAS EG1b [14] and SLAC E143 [32] experiments.
The other bands and lines show various models and χPT
calculations as described in the text. The short-dash line (Model)
does not include the EG4 data, to reveal the new knowledge
gained.

FIG. 3. The generalized spin polarizability γ0ðQ2Þ. See Fig. 2
for legends and theoretical calculations.
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Figure 5: The GDH sum (left) and the forward spin polarizability (right) of the deuteron measured by CLAS
Collaboration [26].

momentum contribution to the nucleon longitudinal spin is essentially the correlation between the
transverse momentum and transverse position of quarks and gluons inside a polarized proton, one
need to have 3D images of the nucleon through transverse momentum dependent parton distribu-
tions (TMDs) and generalized parton distributions (GPDs).

The SIDIS, Drell-Yan, and e+e− annihilation are primary processes to investigate TMDs. A
simultaneous fit of SIDIS, Drell-Yan and Z production data within the TMD formalism has been
performed to extract unpolarized TMDs [27], which is the basis for the extraction of polarized
TMDs. Although a precise determination of polarized TMDs are not possible due to the limited
accuracy of the existing data, many explorations have been made [28, 29, 30].

The “golden channel” to measure GPDs is the deeply virtual Compton scattering (DVCS) pro-
cess. It up to now provides the cleanest information about GPDs. In DVCS, GPDs contribute to the
Compton form factors via weighted integrals, but only the cross-over line, where the longitudinal
momentum fraction x, being equal to the skewness variable ξ , is directly measured. Another widely
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used process to access GPDs is the deeply virtual meson production (DVMP) process in which the
GPD convolutes with the meson distribution amplitude. The double DVCS and the timelike Comp-
ton scattering (TCS) processes are complementary approaches to measure GPDs. Due to the lack
of a multidimensional scan, the extraction of GPDs is usually based on some assumptions inspired
by model calculations. Some explorations have been performed to fit GPDs with the existing world
data [31, 32, 33, 34].

At the leading twist, eight quark TMDs are defined, and among them there are two naively
time reversal odd (T-odd) TMDs: the Sivers function and the Boer-Mulders function, which arise
from nontrivial Wilson lines that ensure the gauge invariance of QCD. One important prediction of
the TMD factorization is the sign change of quark T-odd TMDs in SIDIS and Drell-Yan processes.

The first measurement of transverse spin dependent azimuthal asymmetries in the pion induced
Drell-Yan process is reported by COMPASS Collaboration. Three single spin asymmetries giving
access to different TMDs are extracted, shown in Figure 6. Comparing with theoretical calcula-
tions using the Sivers function extracted from SIDIS data, the asymmetry in πN Drell-Yan data is
consistent with the sign change prediction within the uncertainties, shown in Figure 6.

The dilution factor f and the depolarization factor D2

entering the definition of TSAs are calculated on an event-
by-event basis and are used to weight the asymmetries. For
the magnitude of the target polarization PT , an average
value is used for each data-taking period in order to avoid
possible systematic bias. In the evaluation of the depolari-
zation factors, the approximation λ ¼ 1 is used. Known
deviations from this assumption with λ ranging between 0.5
and 1 [35,36] decrease the normalization factor by at
most 5%.
The TSAs resulting from different periods are checked

for possible systematic effects. The largest systematic
uncertainty is due to possible residual variations of exper-
imental conditions within a given period. They are quanti-
fied by evaluating various types of false asymmetries in a
similar way as described in Refs. [12,30]. The systematic
point-to-point uncertainties are found to be about 0.7 times
the statistical uncertainties. The normalization uncertainties
originating from the uncertainties on target polarization
(5%) and dilution factor (8%) are not included in the quoted
systematic uncertainties.
The TSAs AsinφS

T , Asinð2φCS−φSÞ
T , and Asinð2φCSþ φSÞ

T are
shown in Fig. 5 as a function of the variables xN , xπ ,
xF, and qT . Because of relatively large statistical uncer-
tainties, no clear trend is observed for any of the TSAs. The
full set of numerical values for all TSAs, including
correlation coefficients and mean kinematic values from
this measurement, is available on HepData [37]. The last
column in Fig. 5 shows the results for the three extracted
TSAs integrated over the entire kinematic range. The
average Sivers asymmetry AsinφS

T ¼ 0.060 % 0.057ðstatÞ %
0.040ðsysÞ is found to be above 0 at about one standard
deviation of the total uncertainty. In Fig. 6, it is compared
with recent theoretical predictions from Refs. [19–21] that
are based on standard DGLAP and two different TMD
evolution approaches. (Note that the kinematic constraints
used in Refs. [19–21] differ from one another and also from
those used in our analysis.) The positive sign of these
theoretical predictions for the DY Sivers asymmetry was
obtained by using the sign-change hypothesis for the Sivers
TMD PDFs, and the numerical values are based on a fit of
SIDIS data for the Sivers TSA [9,11,12]. Figure 6 shows
that this first measurement of the DY Sivers asymmetry is

consistent with the predicted change of sign for the Sivers
function.
The average value for the TSAAsinð2φCS−φSÞ

T is measured to
be below 0 with a significance of about two standard
deviations. The obtained magnitude of the asymmetry is
in agreement with the model calculations of Ref. [38] and
can be used to study the universality of the nucleon trans-
versity function. The TSA Asinð2φCSþ φSÞ

T , which is related to
the nucleon pretzelosity TMD PDFs, is measured to be
above 0 with a significance of about one standard deviation.
Since both Asinð2φCS−φSÞ

T and Asinð2φCSþ φSÞ
T are related to the

pion Boer-Mulders PDFs, the obtained results may be used
to study this function further and to possibly determine its

Fx
0 0.5 1

co
un

ts
 / 

0.
05

 

1

2

3

310×
 data3COMPASS 2015 NH

) < 8.5 2c/(GeV/µµM4.3 < 

)c (GeV/
T

q
0 1 2 3 4 5

)c
G

eV
/

co
un

ts
 / 

(0
.2

0 

1

2

3

4

5

310×
 data3COMPASS 2015 NH

) < 8.5 2c/(GeV/µµM4.3 < 

FIG. 4. The xF distribution (left) and qT distribution (right) of
the selected high mass dimuons.

0.4−
0.2−

0

0.2

0.4 COMPASS
proton 2015 data

0.4−
0.2−

0

0.2

0.4

1−10 1−10×2

0.4−
0.2−

0

0.2

0.4

Nx

1−10×3 1
πx

0 0.5
Fx

1 2
(GeV/c)

T
q

integrated

si
n

Sϕ
T

A
)

Sϕ
−

C
S

ϕ
si

n(
2

T
A

) Sϕ
+

C
S

ϕ
si

n(
2

T
A

FIG. 5. Extracted Drell-Yan TSAs related to Sivers, trans-
versity, and pretzelosity TMD PDFs (top to bottom). Inner (outer)
error bars represent statistical (total experimental) uncertainties.
The normalization uncertainties due to target polarization (5%)
and dilution factor (8%) are not included in the error bars.

0.5− 0 0.5

0.1−

0

0.1

Sϕ
si

n

T
A

COMPASS 2015 data
DGLAP
TMD-1
TMD-2

Fx

FIG. 6. The measured mean Sivers asymmetry and the
theoretical predictions for different Q2 evolution schemes from
Refs. [19] (DGLAP), [20] (TMD1), and [21] (TMD2). The
dark-shaded (light-shaded) predictions are evaluated with (with-
out) the sign-change hypothesis. Uncertainties are as described
in Fig. 5.

PRL 119, 112002 (2017) P HY S I CA L R EV I EW LE T T ER S
week ending

15 SEPTEMBER 2017

112002-5

The dilution factor f and the depolarization factor D2

entering the definition of TSAs are calculated on an event-
by-event basis and are used to weight the asymmetries. For
the magnitude of the target polarization PT , an average
value is used for each data-taking period in order to avoid
possible systematic bias. In the evaluation of the depolari-
zation factors, the approximation λ ¼ 1 is used. Known
deviations from this assumption with λ ranging between 0.5
and 1 [35,36] decrease the normalization factor by at
most 5%.
The TSAs resulting from different periods are checked

for possible systematic effects. The largest systematic
uncertainty is due to possible residual variations of exper-
imental conditions within a given period. They are quanti-
fied by evaluating various types of false asymmetries in a
similar way as described in Refs. [12,30]. The systematic
point-to-point uncertainties are found to be about 0.7 times
the statistical uncertainties. The normalization uncertainties
originating from the uncertainties on target polarization
(5%) and dilution factor (8%) are not included in the quoted
systematic uncertainties.
The TSAs AsinφS

T , Asinð2φCS−φSÞ
T , and Asinð2φCSþ φSÞ

T are
shown in Fig. 5 as a function of the variables xN , xπ ,
xF, and qT . Because of relatively large statistical uncer-
tainties, no clear trend is observed for any of the TSAs. The
full set of numerical values for all TSAs, including
correlation coefficients and mean kinematic values from
this measurement, is available on HepData [37]. The last
column in Fig. 5 shows the results for the three extracted
TSAs integrated over the entire kinematic range. The
average Sivers asymmetry AsinφS

T ¼ 0.060 % 0.057ðstatÞ %
0.040ðsysÞ is found to be above 0 at about one standard
deviation of the total uncertainty. In Fig. 6, it is compared
with recent theoretical predictions from Refs. [19–21] that
are based on standard DGLAP and two different TMD
evolution approaches. (Note that the kinematic constraints
used in Refs. [19–21] differ from one another and also from
those used in our analysis.) The positive sign of these
theoretical predictions for the DY Sivers asymmetry was
obtained by using the sign-change hypothesis for the Sivers
TMD PDFs, and the numerical values are based on a fit of
SIDIS data for the Sivers TSA [9,11,12]. Figure 6 shows
that this first measurement of the DY Sivers asymmetry is

consistent with the predicted change of sign for the Sivers
function.
The average value for the TSAAsinð2φCS−φSÞ

T is measured to
be below 0 with a significance of about two standard
deviations. The obtained magnitude of the asymmetry is
in agreement with the model calculations of Ref. [38] and
can be used to study the universality of the nucleon trans-
versity function. The TSA Asinð2φCSþ φSÞ

T , which is related to
the nucleon pretzelosity TMD PDFs, is measured to be
above 0 with a significance of about one standard deviation.
Since both Asinð2φCS−φSÞ

T and Asinð2φCSþ φSÞ
T are related to the

pion Boer-Mulders PDFs, the obtained results may be used
to study this function further and to possibly determine its
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Figure 6: Transverse spin asymmetries (left) in πN Drell-Yan process measured by the COMPASS Collab-
oration, and the comparison of the Sivers asymmetry with theoretical predictions (right) [35].

The first measurement of the Sivers asymmetry for gluons from SIDIS data are reported by the
COMPASS Collaboration [36]. The analysis is based on a Monte Carlo simulation including three
hard processes: photon-gluon fusion, QCD Compton scattering, and leading order virtual photon
absorption as illustrated in Figure 7. A negative value is obtained for the gluon Sivers asymmetry
with a significance of more than 2σ deviations, shown in Figure 8. The result of a similar analysis
of the gluon Collins-like asymmetry is consistent with zero.

The first measurement of transverse single spin asymmetries for inclusive jet and jet+ π±

production at midrapidity from pp collisions is reported by the STAR Collaboration. The Collins
asymmetry, which is sensitive to quark transversity distribution coupled to the Collins fragmenta-
tion function, and the Collins-like asymmetry, which is sensitive to linearly polarized gluon dis-
tributions, are extracted, shown in Figure 9. At higher jet transverse momenta, nonzero Collins
asymmetries in polarized pp collisions are firstly observed with a statistical significance of more
than 5σ .
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(a) (b) (c)

Fig. 1: Feynman diagrams considered for g⇤N scattering: a) photon-gluon fusion (PGF), b) gluon radia-
tion (QCD Compton scattering), c) Leading order process (LP).

metry can be expressed in terms of the amplitudes of the three contributing processes:

f PT ASiv sinfSiv =
Ds
s

=
sPGF

s
DsPGF

sPGF
+

sQCDC

s
DsQCDC

sQCDC
+

sLP

s
DsLP

sLP

= f PT (RPGFASiv
PGF +RQCDCASiv

QCDC +RLPASiv
LP)sinfSiv,

(3)

with s = Â j s j, Ds = Â j Ds j and f PT ASiv
j sinfSiv = Ds j/s j. The determination of R j is done on an

event-by-event basis by using the neural networks (NN) trained on Monte Carlo data as described in
Section 5.

4 Asymmetry extraction using the methods of weights

The method adopted in the present analysis was already applied to extract the gluon polarisation from
the longitudinal double-spin asymmetry in the SIDIS measurement of single-hadron production [36].
Both for the deuteron data (two target cells) and the proton data (three target cells), four target con-
figurations can be introduced. In the case of the two-cell target: 1 - upstream, 2 - downstream, 3 -
upstream0, 4 - downstream0. In the case of the three-cell target: 1 - (upstream+downstream), 2 - centre,
3 - (upstream0+downstream0), 4 - centre0. Here upstream0, centre0 and downstream0 denote the cells af-
ter the polarisation reversal and configuration 1 has the polarisation pointing upwards in the laboratory
frame. Decomposing the Sivers asymmetry into the asymmetries of the contributing processes (Eq. (3))
and introducing the Sivers modulation b t

j(~x,fSiv) = R j(~x) f (~x)Pt
T sinfSiv, which is specific for process j,

one can rewrite Eq. (2):

Nt(~x,fSiv) = a t(~x,fSiv)
⇣

1+b t
PGF(~x,fSiv)ASiv

PGF(~x)

+b t
QCDC(~x,fSiv)ASiv

QCDC(~x)+b t
LP(~x,fSiv)ASiv

LP(~x)
⌘
,

(4)

where t = 1,2,3,4 denotes the target configuration.

In order to minimise statistical uncertainties for each process, a weighting factor is introduced. It is
known [42] that the choice w j = b j for the weight optimises the statistical uncertainty but variations of
the target polarisation PT in time may introduce a bias to the final result. Therefore, the weighting factor
w j ⌘ b j/PT is used instead. Each of the four equations (4) is weighted three times with w j depending on
the process j 2 {PGF, QCDC, LP} and integrated over fSiv and ~x, yielding twelve observed quantities

Figure 7: Hard processes considered in the analysis of the Sivers asymmetry for gluons by the COMPASS
Collaboration [36]. They are (a) photon-gluon fusion (PGF), (b) QCD Compton scattering (QCDC), and (c)
leading order process (LP).
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Fig. 7: Sivers two-hadron asymmetry extracted for Photon-Gluon fusion (PGF), QCD Compton (QCDC)
and Leading Process (LP) from the COMPASS high-pT deuteron (left) and proton (right) data. The x
range is the RMS of the logarithmic distribution of x in the MC simulation. The red bands indicate the
systematic uncertainties. Note the different ordinate scale used in the third row of panels.

Sivers function that appears in one process can be different from the one appearing in a different process,
and assessment of compatibility requires a deeper theoretical analysis.

Table 2: Summary of Sivers asymmetries, ASiv
PGF ,ASiv

QCDC,ASiv
LP , obtained for deuteron and proton data.

deuteron data proton data
process asymmetry statistical error systematic uncertainty asymmetry statistical error systematic uncertainty

PGF -0.14 0.15 0.10 -0.26 0.09 0.06
QCDC 0.12 0.11 0.08 0.13 0.05 0.03

LP -0.03 0.02 0.01 0.03 0.01 0.01

For the asymmetry of the leading process, the high-pT sample of the COMPASS proton data has provided
a positive value (see Fig. 7 right-bottom panel). It can be compared with the COMPASS results on the
Sivers asymmetry for charged hadrons produced in SIDIS `p ! `0h±X single-hadron production [17],
which for negative hadrons was found to be about zero and for positive hadrons different from zero and
positive, so that for the two-hadron final state a positive value may indeed be expected.

The same analysis method was also applied to extract the Collins-like asymmetry for charged hadrons,
i.e. the cross section dependence on the sine of the Collins angle (fP + fS � p). To this purpose, the
asymmetries Asin(fP+fS�p)

PGF , Asin(fP+fS�p)
QCDC , Asin(fP+fS�p)

LP were determined for the same COMPASS high-
pT deuteron and proton data samples. The results are shown in Fig. 8. The amplitude of the Collins
modulation for gluons is found to be consistent with zero, in agreement with the naive expectation that
is based on the fact that there is no gluon transversity distribution [54]. Recently it was suggested that a
transversity-like TMD gluon distribution hg

1 could generate a sin(fS +fT ) modulation in leptoproduction
of two jets or heavy quarks [41]. In this case the results shown in Fig. 8 provide a bound to the size of
hg

1. The results given in the present letter can also be interpreted such that no false systematic asymmetry
is introduced by the rather complex analysis method used, and that the result obtained for the gluon
Sivers asymmetry, which is definitely different from zero, is strengthened. It should also be noted that
the Collins-like asymmetry of the leading process for the proton is found to be consistent with zero for
high-pT hadron pairs, in qualitative agreement with the measurement of the Collins asymmetry in single-
hadron SIDIS measurement [55], where opposite values of about equal size were observed for positive

Figure 8: Sivers asymmetries of the deuteron (left) and the proton (right) extracted for PGF, QCDC, and LP
subprocesses analyzed by the COMPASS Collaboration [36].

the dominant uncertainties arising from statistics. The
largest systematics arise from the parton-jet matching
probabilities at low-pT and leak-through at mid-to-high
values of pT .
From Refs. [43,74], the maximized projections exhibit

the largest asymmetries at lower values of both jet pT and
pion z. Furthermore, the maximized projections are similar
for πþ and π− and for ηjet > 0 and ηjet < 0. Thus, in the left-
hand panel of Fig. 11, the Collins-like asymmetries are
presented as functions of jet pT for 0.1 < z < 0.3, combin-
ing pion flavors and integrating over the full range of
−1 < ηjet < 1. Similarly in the right-hand panel of Fig. 11,
the asymmetries are presented as functions of pion z for jets
with 6.0 < pT < 13.8 GeV=c, combining πþ and π− and
integrating over the range −1 < ηjet < 1. Again, systematic
uncertainties are small, with the dominant uncertainties
arising from statistics. The largest systematics arise from
parton-jet matching probability at low pT.
The asymmetries in Fig. 11 are presented in comparison

with the maximized projections from Ref. [74]. The
DMPþ Kretzer calculations utilize fragmentation func-
tions from Ref. [75], while the DMPþ DSS calculations
utilize fragmentation functions from Ref. [76]. The data
place significant constraints on the maximized projections
for the Collins-like asymmetries, representing the first
experimental input for this effect, which is sensitive to
linearly polarized gluons.

C. Collins asymmetry

Results for Collins asymmetries are presented as func-
tions of particle-jet pT and pion z in Fig. 12 and pion jT in
Fig. 13. In contrast to the Collins-like effect, the Collins
asymmetry is expected to arise from quark transversity
[20]; thus, the best sensitivity should reside at higher values
of jet pT . In the left-hand panel of Fig. 12 the asymmetry is
presented as a function of particle-jet pT for different
ranges of jet η and pion z. A clear asymmetry is observed in
jets with pT ≳ 20 GeV=c and η > 0 relative to the polar-
ized beam. While statistics are somewhat limited, the
magnitude of the asymmetry also appears to rise from
0.1 < z < 0.2 to z > 0.2. The observed asymmetries are
positive for πþ and negative for π−. Global analyses from
SIDIS and eþe− show positive u-quark transversity, neg-
ative d-quark transversity, positive favored Collins frag-
mentation functions, and negative unfavored Collins
fragmentation functions. For the present kinematics, the
preponderance of the πþ and π− are expected to materialize
from the favored fragmentation of u and d quarks,
respectively. Hence, the observed charge dependence is
consistent with those of the Collins asymmetry in SIDIS
[32,34,35] and marks the first such observation in polarized
proton collisions. For pions with 0.1 < z < 0.2 in jets with
pT ≳ 20 GeV=c and η < 0 relative to the polarized beam,
there are also trends consistent with a nonzero asymmetry.
However, these trends do not persist for higher values of
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FIG. 12. Collins asymmetries as a function of particle-jet pT (left) and as a function of pion z (right). π− points are shifted horizontally
for clarity. Asymmetries are shown separately for πþ and π− for two bins of jet η (relative to the polarized beam). The jet pT dependence
is presented in three bins of pion z: 0.1 < z < 0.2, 0.2 < z < 0.3, and 0.3 < z < 0.8. The pion z dependence is presented in three bins of
jet pT : 6.0 < pT < 13.8 GeV=c, 13.8 < pT < 22.7 GeV=c, and 22.7 < pT < 55.0 GeV=c. Statistical uncertainties are shown as error
bars, while systematic uncertainties are shown as shaded error boxes. An additional 3.5% vertical scale uncertainty from polarization is
correlated across all bins. The asymmetry is observed to be nonzero for higher values of jet pT and is the first such observation in
polarized proton collisions.
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place constraints on twist-3 PDFs for gluonic interactions
(connected to the gluon Sivers function). As Fig. 6 indicates,
the lowest jet pT bins are sensitive to xG down to ∼0.01;
while the highest bins probe xQ up to∼0.2 for unpolarized x.

B. Collins-like asymmetry

Results for Collins-like asymmetries are presented in
terms of particle-jet pT and pion z (Figs. 10 and 11).
Because the subprocess fraction changes as a function of

particle-jet pT , it is informative to examine how the
asymmetries depend on pT . The Collins-like asymmetry
is expected to arise from gluon linear polarization [43];
thus, the best sensitivity should reside at lower values of jet
pT . The left-hand panel of Fig. 10 shows the asymmetry as
a function of particle-jet pT for different ranges of jet η and
pion z. The right-hand panel of Fig. 10 presents the Collins-
like asymmetry dependence on pion z in bins of jet η and jet
pT . Across the board, the asymmetries are consistently
small. Systematic uncertainties are well constrained with
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Figure 9: Collins (left) and Collins-like asymmetries for inclusive jet+π± in polarized pp collisions mea-
sured by the STAR Collaboration [37].
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4. Future experiment

After 30 years of measurements, the nucleon spin structure is still puzzling the physics com-
munity. Unveiling the nucleon spin structure and 3D images is one of the main goals at 12 GeV
upgraded JLab. Extensive DVCS experiments have been approved at 12 GeV JLab, including
E12-06-114 with unpolarized proton target in Hall A, E12-06-119 with unpolarized and longitu-
dinally polarized proton targets in Hall B, E12-11-003 with unpolarized neutron target in Hall B,
E12-12-010 with transversely polarized proton target in Hall B, and E12-13-010 with unpolarized
proton target in Hall C. The combination of experiments with the detector setups in different Halls
and with different beam energies will provide a wide kinematic coverage. The SoLID spin pro-
gram [38] in Hall A will combine large acceptance and high luminosities aiming at unprecedented
precise measurement of nucleon 3D structures in the valence quark region.

5. Summary

The spin structure of the nucleon remains important and puzzling in nuclear and particle
physics. The measurement of the three-dimensional imaging of the nucleon will help solve this
remaining puzzle and uncover the rich dynamics of QCD. Major progresses have been made in
spin and three-dimensional structure of the nucleon worldwide, and new experimental results on
nucleon spin, TMDs and GPDs are expected in the near future, especially from those planned at 12
GeV JLab.
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