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The knowledge of the proton parton densities for large x ry wmportant in the search for new
physics signals at the LHC. For Bjorken-x larger than 0.¢ thee however poorly constrained
by the data used in extracting the proton parton densitytioms (pdfs) and different pdf sets
have large uncertainties, and differ considerably, in taggime. We compare the pdf sets most
widely used by the LHC community to the ZEUS high-x data. Tdata has not been previously
used in pdf set determinations. Due to the small expectedbserved numbers of events in this
kinematic regime, Poisson statistics is used in the evaluaif the probabilties assigned to the
different pdf sets. A wide variation is found in the abilitftbe pdf sets to predict the observed
results.
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1. Introduction

Deep Inelastic Scattering is the cleanest source of infoomado the proton structure. The
data provided by HERA covers six orders in magnitud®frand ranges in Bjorkerfrom as low
as 6.107 for BPC data to as high as 1. The Neutral current data inclid®®DF sets has an upper
limit on x of 0.65 from the DIS data [1]. Apart from that, ourdwledge on the parton distribution
functions primarily rely on the fixed target experiment d&a3]. The DIS data has an advantage
over fixed target data in a way that it needs no correctionsaded by the latter. The ZEUS NC
high-x ep cross sections [4] are the only higlf @IS data available that spans x up to the value
of 1. But this data has not been included in any of the PDF fitslye to the following reason.
At very high-x values where the true cross section is smaihesof the bins have few number of
events measured. If the number of events expected in diff@rm®ss sections bins are provided
by different theory PDF groups, these can then be compartttetoumber of events measured in
data through poisson statistics and the problem of lowssidiis no longer relevant. This paper
presents the technique of building Transfer Matrix for tighix ZEUS data which includes all the
detector and simulation effects and would be helpful to jstetie number of events in the cross
sections bins.
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Figure 1: Distribution of event weights in the MC simulation after aflalysis selections are applied, shown
as functions of the (Left:) reconstructed kinematic quéegtiin cross section bins used in [4], (Right:)
generated kinematic quantities with the binning schemd ursealculating the elements,.
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Figure 2: The ratio of the number of observed events to the expectafiom the HERA2.0 PDF set for
etp (left) and e p (right) data respectively. The green, yellow and red bayids the smallest intervals
containing 68, 95, 99.9 % probability calculated using poisstatistics.

2. Transfer Matrix

Transfer Matrix gives the probability, an event generatéti ue x-Q co-ordinates will have
to appear in the cross section bins. Figure 1(left) showdltteibution of events reconstructed
in the cross section bins. When we plot the true%édtributions of these events we get what is
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shown in Figure 1(right). To contain each of those eventgvalinning is defined in the true x2Q
phase space (i.e. at generator level, using exchangedmimbtomation) as shown which is finer
than the cross section bins.

The number of events reconstructedjif cross section bin can be calculated from the born

level cross section& 2 M) 4¢ (x,Q?) for PDF sek, using the equation given below.

dxdQ?
d®0(x, Q*[Mk)
L= 2 2\~ Y\ [TYIK) 2 2
Vik=Z (A% AQR), [/T(Xret:a Qrecx, Q%) dxdQ2 dxdQ® | dXrecdQfec (2.1)

where.Z is the luminosity andl (Xrec, Q%c/%, Q%) is a transformation of the Born-level cross
sections to an observed cross section that includes albrieffects (radiative corrections, detector
resolution and acceptance, selection criteria, etc.). vAhntegral can be approximated by the
equation given below

Vik~ Ly ajKiivik (2.2)
|

wherev;x are the number of events generated in the given Born level kiQ(no radiative

corrections included)K;; are the radiative corrections for the given %-gin which are calulated
using HERACLES [5] and are applied as a scaling factor. Hgrare the the Transfer Matrix
elements and it takes care of all detector effects incluimged detector acceptance and various
corrections applied on the simulated data. It is calculatéde MC as
aij = Sy Gl (ME )
1 WMC

with M; the number of Monte Carlo events generated inibiay, the total weight given to
the m" event, W) the generated event weight ah@n € j) = 1 if eventm is reconstructed in
bin j, elsel(m e j) = 0. The number of events in the cross section bins can be peddising
Equation 2.2.

Each element; in Equation 2.2 fok!" PDF set was evaluated by reweighting the generated
events using the cross sections calculated with the xFittekage [6].

(2.3)

o e o (x QM/dxdQ® e
k= % d20 (x, Q2|Mo) /dxdQ2

with d?c (x, Q%|Mo)/dxdQ? the differential cross section evaluated using the HERAPDIPDF
set.

(2.4)

PDF ep |ep ep e p
HERAPDF2.0| 0.05 |0.5 PDF x<0.6 x>0.6|x<06x>0.6

CT14 0.002 | 0.8 HERAPDF2.0 0.06 02 0.6 0.1
MMHT2014 | 0.002 |0.8 CT14 0.0008 Q2 0.7 0.6
NNPDF2.3 |0.00007 0.6 MMHT2014 |0.00003 01 0.6 0.6
NNPDF3.0 | 0.0002|0.7 NNPDF2.3 |0.00007 02 0.6 0.6
ABMP16 0.01 |0.8 NNPDF3.0 |0.00003 02 0.6 0.6
ABM11 0.001 | 0.6 ABMP16 0.01 02 0.8 0.5
ABM11 0.03 03 0.7 04

Table 1: p-values for full Bjorken-x range for differ-
ent PDFs (at NLO) Table 2: p-values for two different x ranges

3. Results

Figure 2 gives a comparison of the observed number of evelagve to the HERAPDF2.0
expectations for both the'@ (left) and e p (right) data sets respectively. Also shown are the 68 %,
95 % and 99.9 % probabilities for the expected value caledlasing the poisson statistics [7]. It
is observed that the data generally are in the 68 % range etcéegh results.

The p-values [8] for the &p and e p datawrt HERAPDF2.0 were found to be®and 005
respectively. The summary of p-values calculated frormedfit PDF sets as compared to the ob-
served data is given in Table 1. For thepedata, all PDF sets give gogavalues indicating good
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+1.8% —-1.8%
PDF ep e'p ep etp
X<06x>06\x<0.6x>06x<0.6x>0.6|x<0.6x>0.6
HERAPDF2.0 0.02 01 0.2 0.3 0.03 03 0.8 0.2
CT14 0.02 03 0.8 05 0.0 008 | 04 0.6
MMHT2014 | 0.008 Q2 0.8 05 0.0 0.04 | 0.2 0.6
NNPDF2.3 | 0.009 Q3 0.8 04 0.0 0.08 | 0.2 0.6
NNPDF3.0 | 0.008 Q3 0.8 04 0.0 0.08 | 0.2 0.6
ABMP16 0.04 03 0.6 04 |0.0003 01 0.7 0.6
ABM11 0.03 03 0.4 02 |0.004 Q2 0.7 05

Table 3: The p-values for two differenk ranges for the ep ande*p data sets with generated events varied
systematically by B % owing to the error in the luminosity measurement.

overall agreement with the observed data. For the @data set large differences are seen, with the
HERAPDF2.0[1] PDF set yielding the best results. Thealues from CT14 [10], MMHT2014 [9]
and NNPDF2.3 [12] are quite small in this case, indicatirgt the observed data is in the tail of
the expected distribution. The p-values from ABM [11] PDEssare also shown and are found
to be higher than other PDFs for g data set. The probability evaluation was performed sepa-
rately for the data withx < 0.6 andx > 0.6. The results for the different-ranges for both &p

and e p data are given in Table 2. As can be seen in this table, thersignificant differences
observed in the twa ranges, particularly in the @ data. Here, all data sets yield approximately
the same probability for the larg&rdata whereas MMHT2014, CT14 and NNPDF2.3 give much
worse probabilities for the smallerdata. For the €p data, in contrast, MMHT2015, CT14 and
NNPDF2.3 PDF sets yield the best probabilities.

It has been observed that the primary source of systematiertainty in the analysis is due
to the uncertainty in the luminosity determination whiclyisoted as 1.8% [4]. The effect of this
uncertainty is that it scales the number of generated eyentvalues in Equation 2.2) systemat-
ically. Therefore, the events at generator level are saaednd down by 1.8% and new p-vaues
are obtained for the given expectations. The results fransthdy are summarized in Table 3. The
effect of all other sources of statistical and systematicalertainties are found to be negligible.
We summarize and conclude here that large differences aenadd in p-values from different
PDFs. Despite the fact that the event numbers in ZEUS kidgita are small, this data set contains
significant information on the behavior of the parton deesiat the highest values of x.
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