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1. Introduction

The properties of strongly interacting matter under extreme conditions are controlled by Quan-
tum Chromodynamics (QCD), and QCD phase transitions and phase structure have attracted much
attention in the past several decades. It is widely believed that the chiral symmetry will be restored
at high temperature and density. At small chemical potential and high temperature, it is a smooth
crossover shown by lattice QCD calculation [1, 2, 3], while it is expected a first-order phase tran-
sition would occur and there exists a QCD critical end point (CEP) at high chemical potential and
low temperature [4, 5, 6, 7, 8]. Exploring the QCD phase diagram and searching for the QCD
CEP in the temperature and chemical potential (7, i) plane are two of the most important goals of
heavy-ion collision experimental studies, including beam energy scan at RHIC [9, 10, 11, 12], as
well as for the future accelerator facilities at Facility for Antiproton and Ion Research (FAIR) and
Nuclotron-based Ion Collider Facility (NICA).

Fluctuations of the conserved charges are sensitive to the first-order phase transition [13, 14,
15, 16, 19, 20], and the kurtosis of the net proton number fluctuations k62 measured in the most
central Au+Au collisions at first phase of beam energy scan program (BES-I) at RHIC [9, 10,
11, 12] show a non-monotonic energy dependent behavior. This non-monotonic behavior may
serve as a strong indication of the existence of CEP [16]. There are many effects that might be
important to interpret the experimental data, for example, centrality bin width correction[17, 18],
efficiency correction for the cumulants and finite size effect. In a real QGP phase created in heavy
ion collision, the system has a finite size [21].

There are many works that have discussed the effects of finite size [22, 23, 24, 25, 26, 27, 28,
29, 30, 31, 32], and different strategies have been developed to incorporate the finite size effect-
s: using the multiple reflection expansion(MRE) [22, 25, 26, 27], replacing momentum integrals
by momentum summations [23, 28, 29, 30], or giving a lower momentum cutoff in momentum
integrals [24]. Like in lattice QCD doing numerical simulations on finite and discrete Euclidean
space-time, the general method in finite size system is to replace the momentum integral to mo-
mentum summation. The most natural choice of spatial boundary condition for bosons is periodic,
i.e. the momentum is summed from the exact zero-momentum mode. However, it has been always
ambiguous for choosing the spatial boundary conditions for fermions or quarks. In literatures, both
anti-periodic (AP) and periodic (P) spatial boundary conditions have been applied and neither can
be strictly excluded.

The typical length in QCD systems is the pion wave-length Ay = 1/my ~ 1.41fm, when the
system size L is comparable with the pion wave-length L ~ A, the size effect on the system will
become significant, thus the boundary condition becomes important. Applying the anti-periodic
and periodic spatial boundary conditions to quarks induces opposite results on vacuum properties:
the anti-periodic spatial boundary condition for quarks induces that the chiral symmetry restores
in the small system, while the periodic spatial boundary condition induces the enhancement or
catalysis of the chiral symmetry breaking in the vacuum. In most cases, the anti-periodic spatial
boundary condition has been applied for quarks to keep the permutation symmetry between the time
and space directions [29, 33]. Another reason of applying the anti-periodic boundary condition to
quarks is to get consistent results of volume dependent pion mass from chiral perturbation theory
(ChPT) [34], where the pion mass increases with the decrease of the system size.
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In this talk, we will firstly compare the thermodynamical potential of the small system by
applying the periodic and anti-periodic spatial boundary conditions for quarks in the framework of
Nambu-Jona-Lasinio (NJL) model, and find that the ground state of the small system is favored
by applying the periodic boundary condition with zero-momentum mode contribution is taken into
account. In Sec.III, we will show the results of catalysis of chiral symmetry breaking and the
constant mass of pseudo NG pions in small systems by applying the periodic boundary condition.
Then we will show the interesting result of quantized first-order phase transition and two sets of
CEP observed in cold droplet quark matter in Sec.IV. At last we give summary and discussion.

2. The ground state of droplet quark matter

In this talk, we focus on discussing the boundary condition of quarks in QCD system, therefore
we can neglect the finite size effect on gluon dynamics. We take the simplest four-fermion inter-
acting 2-flavor Nambu—Jona-Lasinio (NJL) model with only scalar interaction, and its Lagrangian
density is given by [5]:

L = P(iy" Iy —mo) W + G[(Fy)* + (FYTy)’]. 2.1)

Where v = (u,d)” is the quark doublet with two light quark flavors, and the current mass is as-
sumed to be equal m, = my = mg, T = (t',7%,73) is the isospin Pauli matrix and G is the coupling
constant in the scalar channel. Introducing the auxiliary scalar and pseudo-scalar fields ¢ and 7
and their condensations are defined as:

0 =-2G(yy), T=-2G(yy7y). (2.2)

Considering 7 = 0 in the vacuum and taking mean-field approximation, the thermodynamical po-
tential of the NJL model takes the following form:

d? _Eiu B
—ZNCNf/(27£3{E+TIn(1+e ) 4 Tln(1 +e r“)}, (2.3)

(M —my)?

Q=
4G

where N and Ny are the number of colors and flavors, and T, u the temperature and quark chemical
potential, respectively. The quark quasiparticle energies E and constituent quark masses M are
given by:

E=+\/p>+M? M=my+o. (2.4)

The NJL model is a non-renormalized model, thus a regularization scheme is needed to avoid
infinity. To obtain elegant result, here we take the Pauli-Villars regularization scheme, then the
effective potential has the form of:

o M—mo) —2N(,Nf/°° L {icj\/m+T1n(1 te T4 TIn(1+e 7)Y,
4G = (2m)* | 3
(2.5)
where
co=1, c1=-3, =3, c=-1 (2.6)
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is fixed in the regularization framework. Other model parameters, e.g. G and A are fixed by the
pion decay constant f; = 93MeV and quark constituent mass M = 330MeV in the vacuum, and we
fix my = 5.5MeV, N. = 3, Ny = 2. In order to find the minimum of potential €2, we need to solve
the following gap equation:
0Q
P

We now put quark matter in a cubic box with finite length L, and we replace the momentum

0. 2.7)
integral with the summation of the discrete momentum:
d’p 1
—_— = = 2.8
/ (2m)3 "V z;" 28

with V = L3 the volume of the system. The effective potential of the quark matter in finite size now
takes the form of:

M—mp)? 2NN 3 -
o-! 4Gm°) — ‘jfZ{ch\/E2+jA2+T1n(1+eE¥“)+T1n(1+e5r“)}. (2.9)
p =0

For fermions, in the time direction, only anti-periodic boundary condition is allowed, however,
in the spatial direction, there is no strict rule to rule out either the periodic boundary condition:

P= (2%)2 Y (2.10)

l‘:X%Z
or the anti-periodic boundary condition

21 1
TP Y (i) (2.11)
i=x,y,2

=2 — (
with n; =0, 1,2, ... non-negative integers in both equations. Therefore both spatial boundary condi-
tions have been applied for quarks for several decades in literatures [22, 23, 24, 25, 26, 27, 28, 29,
30, 31, 32]. The most important difference between these two boundary conditions is that whether
zero-momentum mode contribution is taken into account: the zero-mode contribution is included
in the periodic spatial boundary condition while it is not included in the anti-periodic boundary
condition.

In order to determine the ground state of the system, we compare the thermodynamical po-
tential of quark matter in finite size in Fig.1 by applying the periodic and antiperiodic boundary
conditions, respectively. At zero temperature and chemical potential 7 = 0, u = 0, it is observed
that when applying the periodic spatial boundary condition for quarks, the effective potential as
a function of the chiral condensate becomes lower with the decreasing of the size, while when
applying the anti-periodic spatial boundary condition for quarks, the effective potential becomes
higher when system size becomes smaller. Therefore, at fixed size, the thermodynamical potential
by applying the periodic boundary condition is much lower than that by applying the anti-periodic
boundary condition. This indicates that the finite size system prefers the periodic spatial boundary
condition for quarks, in which the zero-momentum mode is taken into account.
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Figure 1: The effective potential of the small system as a function of the chiral condensate ¢ for

three different sizes L =5,3,2 fm at T =0, u = 0 by applying the periodic boundary condition (P-

BC) (in blue lines) and the anti-periodic boundary condition (AP-BC) (in green lines), respectively.
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Figure 2: The constituent quark mass M and pion mass M as a function of the system size L at
T =0, u =0 by applying the P-BC and AP-BC for quarks, respectively. Mzero-mode 1S the constituent
quark mass obtained with only zero-mode contribution.

3. The catalysis of chiral symmetry breaking and the pseudo NG pions

From the thermodynamical potential in Fig. 1, we can read the chiral condensation in the vac-
uum, which can also be solved from the gap equation Eq.(2.7), and the corresponding constituent
quark mass is M = mg + o. In the NJL model, mesons are gg bound state or resonance, and can be
obtained from the quark-antiquark scattering amplitude. The mesons are constructed by summing
up infinite quark-loop chains in the random phase approximation(RPA) to the leading order of 1/N,
expansion [5]. The one-loop polarization function of pions takes the form of

fdYk L
Telg) = ~i | G TrinasKinsts(p)] G.1)

with k = p+ ¢g. The pion mass is determined by the gap equation
1 —2GH,(¢> = M2) = 0. (3.2)

In Fig. 2 we show the constituent quark mass M and pion mass My at T = 0, u = 0 by apply-
ing the P-BC and AP-BC for quarks, respectively. It can be seen that when applying the periodic
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boundary condition for quarks, with the decreasing of the system size, the chiral condensate en-
hances, especially when L < 2 fm, the chiral condensate enhances dramatically in small system. It
is noticed that in the chiral symmetry breaking vacuum, pion mass is a constant and pions keep as
the pseudo Nambu-Goldstone (NG) bosons. This is the familiar phenomenon of catalysis of chi-
ral symmetry breaking, which has also been observed in quark matter under strong magnetic fields
[35, 36], where only neutral pion keeps as pseudo NG boson [37]. We can understand the similarity
between the small system and system under strong magnetic field. Remembering that the magnetic
length [ for particle carrying charge ¢ is proportional to the inverse of the square root of magnetic

field, i.e. [ ~ |1 7 [38], in some sense putting charged particles under strong magnetic field is
q

similar to put these particles in an elongated cylinder with small radius /. On the other hand, if the
anti-periodic boundary condition is applied for quarks, it is found that the quark mass decreases
and the chiral symmetry becomes restored in small system, and pion mass become much heavier
in the vacuum.

As we mentioned earlier that the only difference between the periodic and anti-periodic bound-
ary conditions is whether to take into account the zero-momentum mode contribution. For finite
size system, the momentum becomes discrete, and the gap between the zero-mode and the first-
mode is ZT” When the system size L < 2 fm, the zero-momentum mode contribution dominates,
which can be read from the constituent quark mass Myero-mode Only considering the zero-mode
contribution as shown in Fig. 2.

4. Quantized first-order chiral phase transition

As we have shown above that the ground state of the small system is favored when the periodic
spatial boundary condition is applied to quarks, in the following, we will only choose the periodic
boundary condition for quarks and investigate how the finite size affects the chiral phase transition.

By solving the gap equation Eq.(2.7), the constituent quark mass M as functions of the temper-
ature and baryon chemical potential up = 3u for different sizes L = 10,5,3,2 fm can be obtained
and the results are shown in Fig.3.

For the size L = 10 fm, it is seen from Fig.3a that the chiral phase transition in the (7', ug) plane
looks almost the same as that in the case of L = oo, and the phase transition is a smooth cross-over
at high temperature, and a first-order at high baryon chemical potential. However, when the size
decreases, e.g. at L = 5,3 fm, some structures show up in the low temperature and high baryon
chemical potential region as shown in Fig.3b and Fig.3c, it is observed that there are two jumps
and the first-order phase transition now splits into two first-order phase transition. For convenience,
we mark the 1st jump at smaller chemical poential as "PT1" and the 2nd jump at larger chemical
potential as "PT2". When the size decreases, the second jump PT2 shrinks while the magnitude of
the first jump PT1 gets larger. At last, PT2 vanishes and only PT1 survives in small size as shown
in Fig.3d.

Correspondingly, the constituent quark mass M as a function of the baryon chemical potential
Up at zero temperature 7 = 0 is shown in Fig.4. It is clearly observed that the multi-jump structure
of the first-order phase transition, which is called the quantized phase transition, show up in the
size region of 2 < L < 5fm.
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Figure 3: The constituent quark mass M as functions of the temperature 7" and baryon chemical

potential pp for different sizes L = 10,5,3,2 fm.
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Figure 4: Constituent quark mass M as a function of baryon chemical potential for different sizes
L=o0and L =5,3,2.5,2fm at zero temperature.
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4.1 The splitting of first-order phase transition

To analyze why the multi-jump structure of the first-order phase transition show up in small
system, in this part we consider the NJL model in hard-cutoff regularization scheme, which is
simpler and more transparent than the Pauli-Villars regulization scheme. It is worthy of mentioning
that different regularization schemes would not change the qualitative results at finite size. With
hard-cutoff, the thermodynamical potential takes the form of :

o= M ;(’;"0)2 . 2N‘C/Nf ; {E +TIn(1+e ™)+ Tln(1 +e—E%”)} , @.1)
where the momentum taken into account should be smaller than the cutoff A:
A > p= n(ZTn)z, 4.2)
withn=3%,_,,- nl-2 and »; are non-negative integers.

We focus on the chiral phase transition at high baryon chemical potential in the case of zero
temperature 7 = 0 in this part. We firstly consider the case of small size so that 27t/L is larger
than A, in this case only the zero-momentum mode n = 0 contributes to the system, and the gap
equation Eq.(2.7) is given by:

M—my 2NNy
26V

[1—6(u—Ep), 4.3)

where E) = \/M?+0(27/L)> = M and 6(x) is the step function. The solution to this equation is
straightforward:
4GN.N; ¢
Memg={ Vv » H<H (4.4)
0 ;o H>pc
where (€ is the critical quark chemical potential at zero temperature. Actually, this is a first-
order phase transition between the chiral symmetry breaking phase (¢ < u¢) and chiral symmetry
restored phase (¢t > ), just as shown in Fig.3d.
Next we consider a little bit bigger size so that both n = 0 and n = 1 can contribute to the sys-
tem, i.e., both zero-mode and the first-mode are taken into account, and the gap equation becomes:
M — mgo o ZNCNf

o~y UL-8m-Ey+6

2N.N¢ M
vV E

[1—6(u—E)], (4.5)

where E; = \/M?+ (2 /L)?. The second term in the right-hand side is from the contribution of
the first mode and 6 is the degeneracy number of the first mode. The solution to this equation is not
as straightforward as Eq.(4.3), however, we can still extract some useful information. Due to the
two step functions in the above gap equation Eq.(4.5), two phase transitions are expected, and this
can be verified from Fig.3b and Fig.3c, and also from the line L = 2.5fm and L = 3 fm in Fig.4.

In general, more step functions will appear in larger sizes therefore more jumps are expected,
however, higher modes don’t contribute a lot as long as the size is small. For example, the second
term in the right-hand side of Eq.(4.5) is small compared to the first term because M << E; there-
fore M/E; << 1 at small size. This also can be verified from Fig.4: the magnitude of the second
jump PT2 at L = 2.5 fm is smaller than that at L = 3 fm.
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We show the constituent quark mass M as a function of the size L at zero temperature and
zero chemical potential in Fig.5. In this plot, My and M, are obtained by solving the gap equation
with and without the zero mode contribution, respectively. At large size when L > 5fm, My and
M, are almost equivalent, which indicates that the contribution from the zero mode can be ignored
at large size. However, when the size decreases, My and M| show completely opposite behaviors:
My enhances and goes to divergence while M| decreases and goes to zero at very small size. From
Fig.5 we can see that the zero-mode contribution becomes dominant at small sizes and there is
almost only zero-mode contribution at size L < 2 fm.
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Figure 5: The constituent quark mass M as a function of the size L at zero temperature and zero
chemical potential. My is obtained by solving gap equation with zero mode while M; without zero
mode.

Now we can understand the behavior of quantized first-order phase transition in the size region
of 2fm < L < 5fm: in general, there are two phase transitions PT1 and PT2, where PT1 is the jump
between the chiral symmetry breaking phase with quark mass M and the chiral "restoring" phase
with quark mass M, and PT2 is the jump between the phase with quark mass M; and the chiral
restoration phase with M = 0, i.e., chiral symmetry totally restored phase. At large size L > 5fm,
My = M, which means that the PT1 vanishes, and at small size M; = 0 thus the PT2 vanishes.
In conclusion, there is only one jump of the first-order phase transition at both large L > 5 fm and
small sizes L < 2 fm, while there appears two jumps for the first-order phase transition in the region
of 2fm < L < 5fm. This is exactly what we have seen in Fig.3 and Fig.4.

4.2 Two sets of critical end point

Due to the appearance of the two jumps in the first-order phase transition, there are two branch-
es of first-order phase transitions and thus two sets of critical end point showing up in the (7' ug)
plane. We show the results in Fig. 6 for different sizes L = 5,4,3,2.5,2 fm, where the solid lines
and the CEPs at their ends are corresponding to the PT2 and the dashed lines and the CEPs cor-
responding to the PT1. We call the CEPs corresponding to PT1 and PT2 as "CEP1" and "CEP2",
respectively. From Fig.6 we can see that CEP1 and CEP2 have opposite behaviors: CEP2 moves to
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region of higher chemical potential and lower temperature, while CEP1 moves to region of lower
chemical potential and higher temperature as size decreases. At last, when the size further decreas-
es, the PT2 and CEP2 disappears and only the PT1 and CEP1 shows up, which are consistent with

the behaviors of phase transitions in Fig.3.
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Figure 6: Two branches of first order phase transitions and two sets of critical end points in the
(T, up) plane for different sizes L = 5,4,3,2.5,2fm. The dashed lines and solid lines correspond
to PT1 and PT2, respectively.

To show more clearly how these two branches of first-order phase transitions evolve with
the system size, we show in Fig.7 the 3-dimension (3D) plot of the kurtosis of baryon number
fluctuations k6 in the (T, up) plane. The ratio of the fourth to the second order cumulant of quark

number fluctuations is defined as:

ko2 = 4 (4.6)
e
with
VT2 @.7)
! d(up/T)" " T*" '

which corresponds to the same ratio for baryon number up to an overall factor 1/9. The kurtosis
xo? is used as a measurement to locate the CEP in the beam-energy scan at RHIC experiment
[12]. At L = oo, it is clearly seen that there is only one typical first-order phase boundary. When
the system size decreases, it is observed that two branches of fist-order phase transition show up
in the (7', up) plane, the branch of PT2 moves to higher chemical potential and lower temperature
and eventually disappears, and the other branch PT1 shifts to lower chemical potential and higher
temperature region and then becomes dominant.

Because the kurtosis K2 is used as a measurement to investigate the existence of the CEP and
further to locate the CEP in the beam-energy scan at RHIC experiment, we also show how it would
look like if there are two sets of CEPs in the (7', ug) plane. We choose the experimental freeze-out
line which is close to the phase boundary, and show the kurtosis ko2 along the freeze-out line as
a function of the collision energy +/s in Fig. 8 for different size, where the relation between the
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Figure 7: ko2 as functions of the temperature and baryon chemical potential for several different

system sizes L = oo and L = 3.8,2.9,2.6fm.
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Figure 8: ko2 as a function of the collision energy +/s along the experimental freeze-out line for

several different system sizes L = 5,4,3.5,2.6 fm.
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collision energy /s and the baryon chemical potentialug is[12]:

1.477

us(V's) = m

(4.8)

From Fig.8, we can see that there will be double-peak structure of the k> showing up along the
freeze-out line, which is fitted to experimental datas[12]:

T(ug) = 0.158 —0.14u3 — 0.04113. (4.9)

Be aware of that the unit of 7" and ug in Eq.(4.8) and Eq.(4.9) is GeV.

5. Summary

The finite size effect on hadron physics and quark matter of QCD has attracted much interest
for more than three decades, however, there still exists the ambiguity of applying the boundary
conditions for quarks, i.e. whether to apply the periodic or the anti-periodic spatial boundary
condition. In this talk, we consider the NJL model in a finite volume. To take into account the
finite size effect, we replace the momentum integral by momentum summations.

By comparing the thermodynamical potential of quark matter at finite size, it is found that
the ground state of small system of quark matter favors the periodic spatial boundary condition
for quarks. In the stable small system with periodic boundary condition, it is observed that the
chiral symmetry breaking enhances in the vacuum, which is called the catalysis of chiral symmetry
breaking, and the pions excited from the droplet vacuum keep as pseudo Nambu-Goldstone bosons
and pion mass keeps as a constant in finite size system. The phenomena of the catalysis of chiral
symmetry breaking as well as pseudo Nambu-Goldstone pions in small system are similar to those
in quark matter under strong magnetic fields. The similarity between these two systems is under-

standable if we remember that the magnetic length / for particle carrying charge g is proportional
1

VB

particles under strong magnetic field is similar to put these particles in an elongated cylinder with

to the inverse of the square root of magnetic field, i.e. [ ~

. In some sense putting charged

small radius /.

The only difference between the periodic and anti-periodic boundary conditions is that the
momentum summation starts from the exact zero-momentum in periodic boundary condition thus
the zero-momentum mode is taken into account in the periodic boundary condition. From the
constituent quark mass at finite size, we can see that the contribution from the zero-momentum
mode becomes dominant in small size system.

More interestingly, the zero-momentum mode brings significant change of the chiral phase
transition in small system of cold dense quark matter. It is found that in some region of size 2 fm <
L < 5fm, the first-order chiral phase transition becomes quantized, and there are two branches
of first-order phase transitions and thus two sets of critical end point showing up in the (7,u)
plane. It is worthy of mentioning that this is the first time to observe the quantized first-order
phase transition in literatures, which is a brand new phenomena. The quantized first-order phase
transition is induced by the quantized momentum summation and in the size region when the zero-
momentum mode contribution becomes dominant. Similar phenomena is also observed in quark

11
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matter under strong magnetic field [39], and it can be expected that such phenomena can show up
in some small systems in condensed matter, and in mini black holes.

At last, it is worthy of mentioning that in this work, we didn’t consider the gluon dynamics in
finite system, which may affect the magnitude of interaction in the scalar channel between quarks
thus affect the properties of quark matter in finite system. We leave this for future studies.
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