Search for dark photons as candidates for Dark Matter with FUNK
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An additional U(1) symmetry predicted in theories beyond the Standard Model of particle physics can give rise to hidden (dark) photons. Depending on the mass and density of these hidden photons, they could account for a large fraction of the Dark Matter observed in the Universe. When passing through an interface of materials with different dielectric properties, hidden photons are expected to produce a tiny flux of photons. The wavelength of these photons is directly related to the mass of the hidden photons. In this contribution we report on measurements covering the visible and near-UV spectrum, corresponding to a dark photon mass in the eV range. The data were taken with the FUNK experiment using a spherical mirror of \(\sim 14 \text{ m}^2\) total area built up of 36 aluminum segments.
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1. Introduction

Our current understanding of cosmology requires that a sizable fraction of the matter content of the observable universe today is cold and hidden, thus termed cold Dark Matter (CDM). For decades, most of the experimental efforts favored the search for a whole category of new heavy particles, known as weakly interacting massive particles (WIMPs) but with no results. Only recently, more attention has been devoted to search for the lower-mass alternatives, known as weakly interacting slim particles (WISPs) which, besides other fundamental theoretical motivations, also provide natural CDM candidates [1]. Axions and massive hidden photons (HP) figure amongst the popular WISPs. Our experiment is searching for HP particles as Dark Matter.

HP can be non-thermally produced in the early universe and survive as a CDM condensate until present [2]. At low energies, HP exclusively couple with regular photons through a weak kinetic mixing with an effective Lagrangian

$$-\mathcal{L}_{\text{eff}} = \frac{1}{4} (F_{\mu\nu} F^{\mu\nu} + X_{\mu\nu} X^{\mu\nu}) - J_\mu A^\mu - \frac{m_\gamma}{2} X_\mu X^\mu + \frac{\chi}{2} F_{\mu\nu} X^{\mu\nu},$$

where $F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu$ and $X_{\mu\nu} = \partial_\mu X_\nu - \partial_\nu X_\mu$ are the visible and hidden field strength tensors, respectively. $J_\mu$ is the ordinary charge current. $m_\gamma$ denotes the HP mass and $\chi$ is the mixing parameter. This model produces a large phase space compatible with CDM signatures. In recent years considerable progress has been made to constrain the viable parameter space from both astrophysical and cosmological observations as well as from laboratory experiments which are rather dedicated for axion searches [3].

The FUNK (Finding U(1)s of Novel Kind) experiment, based on the idea of a dish antenna proposed in [4], was built to search for HP signature in the DM halo. The detection principle relies on the HP-to-photon coupling which allows the DM field to carry a very tiny but ordinary photon-field. Such a mixing results in a certain probability to emit a measurable electromagnetic field upon transition between two dielectric media with different refractive indices (e.g. air-conductor).

This emitted wave is our DM signal. It oscillates at a frequency $\omega \approx m_\gamma$ and propagates in a direction almost perpendicular to the interface with an angular offset suppressed by the DM momentum [5]. The average power $P$ collected from a surface with an effective area $A_{\text{eff}}$ reads

$$P \sim 10^{-19} \text{W} \left( \frac{\chi}{10^{-12}} \right)^2 \left( \frac{\rho_{\text{CDM}}}{0.3 \text{GeV/cm}^3} \right) \left( \frac{A_{\text{eff}}}{\text{m}^2} \right),$$

where $\rho_{\text{CDM}}$ denotes the local DM energy density. A quick inspection of Eq. (1.2) reveals that an enhancement of the signal power can be achieved with a larger area. The directionality of the signal, on the other hand, suggests the use of a spherical shape, hence a dish antenna. This configuration benefits both from a geometrical amplification of the signal and a reduction of the background. A similar experiment, although at a smaller scale, has been previously reported in [6].

2. Experimental setup

The design, assembling and testing phases of FUNK are thoroughly discussed in [7, 8]. Below, we summarize the main aspects of the experiment.

---

1Signals are focused at the sphere radius-point, while background photons originating from far-away are gathered at the focal point.
Mirror. As a dish antenna, we reuse a prototype metallic mirror originally designed for the fluorescence telescopes of the Pierre Auger Observatory. This mirror has a spherical geometry with a radius $r \approx 3.4$ m and is built-up out of $6 \times 6$ aluminum segments coated with a thin layer of AlMgSi, resulting in an overall reflectivity of $\approx 80\%$ within the optical and near-UV range of frequencies. The total reflecting area is $A_{\text{mirror}} \approx 14.56 \text{m}^2$. The mirror has a point-spread function with a spot-size of 2 mm radius for 90\% of the expected light at the center of curvature.

Facility. We assembled the setup inside a windowless air-conditioned experimental hall surrounded by 2 m thick concrete walls. The main experimental zone takes up a volume of $4.35 \times 4.98 \times 4.30 \text{m}^3$ and has been enclosed with a double-layer light-shielding consisting of a black-polyethylene sheet over a thick-cotton curtain. Our installation also allows us to continuously monitor the environmental conditions inside the hall (ambient temperature, air pressure, muon rate) during the entire measurement campaign.

Detector. We employ a low-noise photomultiplier tube (PMT, ET-9107QB) which has an extended sensitivity range from 160 to 630 nm with a peak quantum efficiency of $\approx 25\%$ at 350 nm. The active area of the Bialkali photocathode has a diameter of 25 mm which is large enough to compensate for the optical aberration and capture all possible HP signals emitted from the surface of the mirror, even in the presence of seasonal movements of the signal spot [5].

Data acquisition (DAQ). The PMT output voltage is digitized by a Picoscope (6404) with a 0.8 ns sampling period and 8 bit analog-to-digital-converter (ADC) resolution. The acquisition is performed in self-triggered mode with a trigger-threshold of 8 ADC ($\approx 60 \text{mV}$) below the baseline. For each captured event, a trace of 2000 bins (0.8 $\mu$s before and after trigger) is stored in a computer, together with the instantaneous environmental data. The dataset is then further analyzed off-line.

Measurement scheme. The PMT is mounted on a motorized linear stage, which can drive the camera, laterally, in or out of the position where we expect the signal. Additionally, we installed an automated optical shutter with Teflon-coated blades in front of the PMT window to control its field of view. Hence the data-taking cycles involve four measurement configurations (see Fig. 2-left), with a measurement time limited to 60 s (monitored to 1 $\mu$s accuracy) for each of these modalities.
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3. Analysis

Some preliminary results were previously reported in [9]. For the analysis discussed here, we use our run v35, which was taken from March 07 to April 04, 2019 (27.5 days). Due to the measurement scheme, this corresponds to an effective live time of $145.3 \times 4h$. In Fig. 2-right, we plot the raw-trigger rates recorded for the four measurement configurations. There are two remarks worth to mention. First, we measured the internal background\(^2\) of the PMT during an independent run, prior to v35. This was achieved by fixing a thick metal lid onto the PMT window in such a way that it remains fully light-proof during the monitoring. The result shows a very stable and low dark trigger-rate with a mean of 1.6 Hz and a standard deviation of 0.2 Hz. This level is indicated by the dashed-line drawn in Fig. 2-right. Second, it is interesting to notice that the mean trigger rate measured with the shutter closed\(^3\) is, however, not only higher than the quoted internal-background, but it also follows closely the measurement taken with the shutter open. We will discuss a possible origin of this phenomenon later.

Event selection. Given the low signal power expected, our goal is to achieve a precise single-photon electron (SPE) counting. We first performed a series of SPE calibrations by using a faint blue LED flasher whose intensity is adjustable. For each setting, the LED flashes 5000 times and each flash triggers a capture of a 1.6 $\mu$s trace onto which we run our pulse-analyzer software. The result from this flasher run is plotted in Fig. 3-left, where we can observe a saturation in the anode charge as the LED intensity gradually increases and more photons are captured. For the SPE study, the optimal settings were chosen so that (i) the PMT sees photons 20% of the time — (ii) 95% of the captured trace contain only a single pulse — (iii) the photon arrival time is estimated around 290 ns after the flash trigger. The corresponding charge distribution is drawn with the red line in Fig. 3-left. The SPE phase space is then refined by running the calibration with this setting, which yields the region of interest (ROI) seen in Fig. 3-right. Events are selected according to the rise time, width, and Shannon entropy\(^4\) of each pulse. The last two criteria are chosen to (i) avoid direct cuts

---

\(^2\)We make a distinction between dark-noise originating from the internal parts of the PMT or from external radiation.

\(^3\)The efficiency of the shutter has been tested and proven to be close to 100%.

\(^4\)This is done by treating each pulse as a probability mass function.
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**Figure 3:** *Left:* Charge collected at the anode of the PMT as function of the intensity of the LED flasher (in arbitrary unit). The red line indicates the settings used for SPE study (see text for details). *Right:* 2D histogram of the pulse width and the corresponding Shannon entropy. Data were taken from the *out/open* configuration. The region of interest (ROI) containing SPE events is delimited by the dashed rectangle. The solid line is only indicative of the expectation for pulses whose shape is Gaussian-like.

on the pulse height or charge which is rather sensitive to the PMT gain whose standard deviation is known to be comparable to its mean — *(ii)* discriminate longer pulses which are most likely associated to Cherenkov-photon bursts. The cuts on rise time serve to discard spurious triggers possibly related to baseline fluctuations. The efficiency of these quality cuts is around 90%.

**PMT memory effect.** In case of high illumination, the photon rate measured by a PMT contains an intrinsic part which relates to the level of excitation of its glass and photocathode in the past. We refer to such an effect as the PMT *memory* or *historical background*. Due to our particular sequence of data taking, where exposure to external source is intermittently turned on and off with a shutter, it is crucial to understand this behavior. For this study, we initially kept the shutter closed for a duration of 200 min, after which it was switched open for 30 min. This sequence was repeated several times and the number of triggers is recorded in intervals of 60 s. The result is plotted in Fig. 4-left, where we can see the photon rate slowly increasing as the photocathode is exposed to some external background. Upon closing the shutter, the rate decays to the nominal value of the internal background\(^5\), on a timescale of an hour. We apply the following model to describe the output rate \( r(t) \) of the PMT given an input signal \( s(t) \),

\[
r(t) = s(t) + \alpha \int_{-\infty}^{t} s(t') \exp\left(-\frac{t-t'}{\tau}\right) dt',
\]

where in addition to the *instantaneous* rate we folded an exponentially decaying response of the detector to account for the memory effect. \( \alpha \) and \( \tau \) are characteristic of the PMT. We obtain these parameters by fitting, with the above model, the average event-rate for each time-window as illustrated in Fig. 4-left. For our PMT, we find

\[
\alpha/\text{min}^{-1} = 0.0170 \pm 0.0003,
\]

\[
\tau/\text{min} = 54.124 \pm 1.115.
\]

With these values known, it is possible to fully correct for the memory effect (see Fig. 4-right).

\(^5\)We have discarded the hypothesis of a light-leak through the optical blade or defect in the shutter mechanism itself.
Figure 4: **Left:** Sample of the trigger rates measured with the sequence closed (200 min) – open (30 min), fitted with the detector response (see text for details). The black markers represent the data and the green-shaded regions correspond to the time interval during which the shutter was open. **Right:** Example of a signal reconstruction for a one-week data sample taken from the measurement out/open. The label SPE means pulses that pass the quality cuts discussed earlier, and the label history refers to the residual rate after disentangling the instantaneous component from Eq. (3.1).

**Counting statistics.** The event counting exhibits two features which deviate from standard Poisson statistic: (i) a large variance (∼20 times the mean) — (ii) correlated events on short waiting-time scale. The overdispersion can be, for instance, captured by a Gamma heterogeneity in the Poissonian rate. The resulting marginal distribution is a negative binomial whose variance always exceeds the mean. Event arrival-times however depend on the stochastic processes in play. We investigated these processes from an independent run, where the arrival-times of each pulse were also stored. The recorded data contain about $4.95 \times 10^6$ raw-pulses which are then selected according to our true-SPE criteria. In Fig. 5-left we plot the probability integral transform of the durations between successive pulse-events under the assumption of a Poisson process. If the waiting-time were exponentially distributed, this mapping would give a uniform distribution between 0 and 1. The result however indicates that there is a substantial clustering of correlated events, thereby confirming that a non-Poissonian process is taking place.

**Systematics.** FUNK operates in very stable environmental conditions ensured by continuous monitoring before, during, and after a complete run. Systematic uncertainties arising from temperature and pressure fluctuations occurring between changes of measurement configuration are estimated to be less than 0.3% of the difference in – out over the whole run. Likewise, the DAQ implementation offers an excellent timing accuracy with an average up-time of $\Delta t/s = (60.00138 \pm 0.00237)\times10^{-6}$ per modality per cycle. A systematic shift on the order of this timing uncertainty for each sequence of measurement would result in a systematic bias of 0.004% on the average count-rate, which remains negligible compared to the counting uncertainty of a month-worth of data-taking. The largest source of systematic uncertainty comes from the mirror reflections. When the PMT is positioned at the center of the mirror sphere with the shutter open, some photons (e.g. from muon hits) may be emitted towards the mirror and get reflected back to the PMT. This effect has been evaluated in run v35 and the result is shown in Fig. 5-right. We measured the trigger-time difference between two pulses and analyzed the time scale which matches the duration that a single photon needs to cover the corresponding distance (∼22 ns). The two observed significant peaks
confirm our hypothesis of photons being reflected once and twice, respectively. The overall contribution of this effect can be estimated with a Monte Carlo simulation, which gives a correction factor of \( \sim 0.4\% \) for the measurement \( \text{in/open} \). This results in a systematic error which is of the same order of magnitude as our statistical uncertainty. However, in our conservative analysis, we do not correct for this effect.

4. Results

Assuming that the whole CDM in the galactic halo is made of HP condensates, we can express our sensitivity to the kinetic-mixing parameter from Eq. (1.2) such that

\[
\chi = 4.1 \times 10^{-12} \left( \frac{\phi_{\text{det}}}{q_{\text{eff}}} \frac{m_\gamma}{\text{Hz eV}} \right)^{1/2} \left( \frac{\eta A_{\text{mirror}}}{\text{m}^2} \right)^{-1/2} \left( \frac{\langle \cos^2 \theta \rangle}{2/3} \right)^{-1/2} \left( \frac{\rho_{\text{CDM}}}{0.3 \text{GeV/cm}^3} \right)^{-1/2},
\]

where \( \phi_{\text{det}} \) is the minimum detectable DM-induced photon rate and \( q_{\text{eff}} \) the quantum efficiency of the detector. The parameter \( \eta \) encodes the wavelength-dependent reflectivity \( R \) of the mirror. For a good reflector, we have \( \eta \approx (1 + R)/2 \). The angle \( \theta \) corresponds to that between the HP field and the mirror surface. If there is no preferred direction, the average orientation is \( \langle \cos^2 \theta \rangle = 2/3 \).

Finally, we use the value \( \rho_{\text{CDM}} = 0.3 \text{GeV/cm}^3 \) for the local dark-matter energy density.

The potential HP signal is resolved from the difference of single-photon counts inside and outside the region of interest. After data selection and reconstruction, we find

\[
\frac{(r_{\text{in/open}} - r_{\text{out/open}})}{\text{Hz}} = -0.0161 \pm 0.0119.
\]

Nonetheless, it is worth to mention that this negative signal is compatible with the background

\[
\frac{(r_{\text{in/closed}} - r_{\text{out/closed}})}{\text{Hz}} = -0.0278 \pm 0.0112.
\]

Using Eq. (4.2), we obtain an upper-bound on the magnitude of the mixing parameter such that \( \chi \lesssim 6.87 \times 10^{-13} \) at 95\% CL for the range of masses \( 1.94 \leq m_\gamma/\text{eV} \leq 8.40 \). The final result is shown in Fig. 6.
Figure 6: FUNK exclusion limit at 95% C.L. (red shaded region). The Tokyo limit was obtained by a similar setup but with a smaller mirror [6]. HP bounds from other direct-detection experiments: DM haloscopes [3], DAMIC [10], and Xenon10 (both as DM and as dark radiation emitted by the sun) [11] are also shown in comparison. The regions labeled Solar lifetime, HB (horizontal-branch stars) and RB (red giants) are indirect constraints derived from astrophysical considerations [12]. Finally, the grey-shaded region corresponds to the allowed parameter-space for HP to be CDM [2, 3].

Summary. HP can constitute the entire CDM that our Universe needs. Our experiment searched for HP-CDM with masses $1.94 \leq m_{\gamma}/eV \leq 8.40$ but no signal was found. We thus constrained the magnitude of the mixing parameter to $\chi \lesssim 6.87 \times 10^{-13}$ at 95% CL within this region.
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