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Imaging atmospheric Cherenkov telescopes (IACT) data require an important analysis in order to
reconstruct events and obtain a photon list. The state-of-the-art reconstruction is made of several
steps including image analysis, features extraction and machine learning. Since the 2012 Ima-
geNet breakthrough, deep learning advances have shown dramatic improvements in data analysis
across a variety of fields. Convolutional neural networks look particularly suited to the task of
analysing IACT camera images for event reconstruction as they provide a way to reconstruct
photon list directly from raw images, skipping the pre-processing steps. Moreover, despite de-
manding important computing resources to be trained and optimised, neural networks show very
good performances during execution, making them viable for real-time analysis for the future
generation of IACT. Here we present Gammalearn , a python framework providing the tools and
environment to easily train neural networks on IACT data. Relying on PyTorch, it allows the use
of indexed convolution on images with non-cartesian pixel lattices predominant in IACT for the
low-level operations and offers a simple configuration file-based workflow, producing the trained
model, training estimators as well as higher level results. The proposed framework is modular
and straightforward to customize by end users. It has been tested and validated on the analysis of

the Cherenkov Telescope Array simulated data.
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1. Deep learning for IACTs image analysis

Imaging Atmospheric Cherenkov Telescopes (IACTs) observe the Cherenkov light emitted by
cosmic rays entering the atmosphere thanks to an optical system collecting and focusing the light
onto an ultra-rapid camera. The produced images of the atmospheric shower must be analysed
and combined to take advantage of the stereoscopic view and to reconstruct the physical param-
eters (mainly particle type, arrival direction and particle energy) of the primary particle. This
reconstruction is based on Monte-Carlo simulations generating images based on the simulation of
particles interaction in the atmosphere and simulation of the telescope response function. Several
reconstruction methods have been developed through the years either based on features extraction
[1, 2, 3, 4] or on templates method directly comparing images with simulated ones [5, 6, 7].

Since the Imagenet breakthrough in 2012 [8, 9], Deep Learning (DL) has established state of

the art performances in various range of fields, from natural language processing [10] to computer
vision [11, 12]. Taking advantage of these recent advances in image analysis, [13, 14, 15, 16]
have applied Convolutional Neural Networks (CNN) to y event reconstruction from IACT images,
showing promising results.
The GammaLearn project, born from a collaboration of the Laboratory of Annecy of Particle
Physics (LAPP), the Laboratoire d’Informatique, Systemes, Traitement de I’Information et de la
Connaissance (LISTIC) and an industrial partner specialized in Deep Learning solutions for man-
ufacturers, Orobix, aims to explore DL techniques for IACT and in particular the Cherenkov Tele-
scope Array (CTA) data analysis.

2. GammalLearn framework

Deep Learning is a highly empirical process requiring many training and testing cycles of
different architectures with different hyperparameters. Moreover, the goal of the Gammal.earn
project is to find the best possible neural networks for gamma / cosmic rays separation and gamma
parameters reconstruction, stressing the need of a tool to ensure reproducibility, traceability and
easy launch for all the experiments to be run.

2.1 Description

The Gammalearn framework[17] has been designed to tackle these issues. It is a modular

and plug and play Python first tool that relies on PyTorch[18] for DL capabilities, mainly tensor
manipulation, automatic differentiation (which is essential for gradient descent optimization) and
GPU computations. In Gammalearn the training process itself (i.e. the execution of the training,
validating and testing loops) is handled by Ignite (v1.0a)[19] in order to benefit from its event
management system. In the following, an experiment designates the whole process of training and
testing a CNN with particular hyperparameters.
As described on Fig. 1, Gammalearn is composed of an engine, the experiment_runner, and 7
collections of tool functions and classes. The experiment_runner role is to load and check the
experiment settings, via the Experiment class, load the training data, load the CNN, train, validate
and test the loaded CNN and produce monitoring data and performance metrics, as defined in the
experiment settings file. The tool collections provide all the functions and classes to:
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load datasets,

pre-process data (filter, augment, transform),

train, validate and test networks,

monitor the training process,

visualize training results.

Each collection of tools, serving a specific purpose, follows the same prototype for function and
class definition. For example, the Handlers collection contains functions to handle the events fired
by Ignite’s engine, like training or validation loss logging when an epoch is completed. To add a
new handler or to build one’s own collection of handler compatible with Gammalearn , one needs

to observe the following prototype:

def create_new_handler (experiment):

Function to create a handler
Parameters

experiment (Experiment): the experiment
Returns

A function registrable by ignite Trainer

non

# do something

def handle_an_event(trainer):

# do something

return handle_an_event
The collections allow the user to run various types of experiment on IACT data: classification,
regression, single task learning, multi-task learning, mono or stereo analysis.
Beside the different collections, the plug and play quality of Gammal.earn also results from its
Python first nature. Each component of the framework is written in Python, even the experiment
settings file, allowing the user to add his own components by calling them in the experiment settings
file.

2.2 Ecosystem

To be an efficient DL framework for IACT data, GammalLearn is integrated in a wide ecosys-
tem of tools:

e IndexedConv[20] : the IndexedConv package provides convolution and pooling operations
for images with any kind of grid. Indeed, in the case of hexagonal grid images, standard 2D
convolution functions implemented DL frameworks are not suitable because they assume the
grid of the image they process to be Cartesian. IndexedConv relies on the list of neighbours
of each pixel of interest to compute the convolution, and thus can be applied to any image
grid and shape. Moreover, it comes with all the needed functions for hexagonal grid images
in particular and CTA images in general (i.e. building the necessary index matrix, extracting
the list of neighbours from it). IndexedConv is fully supported by Gammal.earn .
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Figure 1: Description of the Gammalearn framework. Gammal.earn comes with a set of function and
class collections (in pink) to process IACT data. It relies on PyTorch for the Deep Learning fundamentals
and on Ignite for the training routines. Gammal.earn generates monitoring and performances data during
the training, directly workable by Tensorboard and GammaBoard.

e GammaBoard: GammaBoard! is a dashboard build to display metrics assessing the recon-
structions performances of Imaging Atmospheric Cherenkov Telescopes (IACTs). It is built
upon the widespread Jupyter Notebook[21] technology. It benefits from Matplotlib[22] in-
teractive plots and ctaplot® for IACT related metrics (resolutions curves and effective area).
Thanks to its click-and-play interface, as shown on Fig. 2, it allows a quick and simple
comparison of the experiments.

e Tensorboard

Tensorboard® is a suite of web applications coming with Tensorflow[23]. It offers useful
tools to visualize monitoring data (e.g. network weights distribution over the training or
GPU memory used), training performances (e.g. loss and accuracy evolution) and to inspect
neural networks. Thanks to tensorboardX*, a module to export data in a format readable by
Tensorboard, and the Handlers collection, GammalLearn benefits from the power of Tensor-
board.

e DL 1 Data Handler

Thttps://github.com/gammaboard
Zhttps://github.com/vuillaut/ctaplot
3https://github.com/tensorflow/tensorboard
“https://github.com/lanpa/tensorboardX
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DL1 data handler (DL1DH)’ is a Python library to handle calibrated images from CTA.
The package has been developed to handle CTA raw data and write, read and apply image
processing to calibrated images. DL1DH has been integrated to Gammalearn to ease the
process of loading CTA data and provide them seamlessly to the framework. As IACTs
image are often non-standard images (e.g. presenting hexagonal pixels in hexagonal lattices),
image pre-processing (e.g. oversampling, rebinning or interpolation) can be applied thanks

to DL1DH. A study of the effect of these pre-processing has been realised by [24].
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Figure 2: Gammaboard interface. It allows the user to interactively display experiments results with metrics
specific to IACTs, providing a quick and meaningful comparison.

To fully benefit from this ecosystem, it is highly recommend to use Conda® environment man-

ager.

2.3 Work-flow

As shown on Fig. 1, the work-flow to train a network on IACT data with Gammal.earn is

Shttps://github.com/cta-observatory/dl 1-data-handler
Shttps://conda.io/en/latest/
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pretty straightforward. For a typical experiment, i.e. taking advantage of the already implemented
class and functions in the GammaLearn ’s collections, one needs to provide the framework with an
experiment settings file (in Python) and the desired network definition (with PyTorch). An example
of experiment settings file can be found in the Gammal.earn repository, in the folder examples,
comprising all the mandatory and the optional setting fields handled by the framework. Then, to
start the experiment, one executes the following commands in a bash terminal:

source activate <Gammalearn conda environment>

> cd <path to Gammalearn>/gammalearner
3 python experiment_runner.py <experiment_settings_path> [-—logdir] [——debug]

The framework trains the network and produces the monitoring and performance data as defined in
the experiment settings file.

3. Conclusion

Deep learning methods based on convolutional neural networks are becoming the most power-
ful approach for most image analysis tasks, pushing the development of standard tools and libraries
to apply them effortlessly and in a reproducible way. The study and use of CNN is likely to spread
also in the gamma-ray astronomy to treat telescope and astronomical images. Gammal.earn and
its environment provide a complete framework and environment for their study and application to
IACTs images. It solves some of the main challenges scientists are facing when applying CNN to
the reconstruction of IACTs data: the application of convolutions on hexagonal images, the combi-
nation of several telescopes images, loading and treating IACTs data, displaying high-level metrics
and comparing them for different experiments, reproducibility of the experiments via configuration
files.
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