Systematic uncertainties in the AMS-02 antiproton excess
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Global fits of cosmic-ray (CR) fluxes measured by AMS-02 provide great potential to search for exotic sources of antimatter such as dark matter (DM). Previous studies of the AMS-02 antiproton data revealed an excess compatible with DM annihilation. In this article we discuss the robustness of this finding studying two sources of systematic uncertainties affecting the result: the production cross sections for secondary antiprotons and possible correlations in the experimental data, so far not provided by AMS-02. While the former has only a mild effect on the significance of the signal (persisting at the $3\sigma$-level), correlations in the data potentially have a strong impact. Using data-driven benchmark models for the correlations, their inclusion can greatly improve the constraining power of the data and, furthermore, enhance the significance of the DM signal up to above $5\sigma$. The analysis reveals the importance of providing the covariance of the experimental data to fully exploit its potential.
1. Introduction

Antimatter in cosmic rays (CRs), in particular antiprotons, provide a powerful probe to search for exotic CR sources, such as self-annihilating dark matter (DM). The high accuracy of the antiproton flux measurement by the AMS-02 experiment [1] potentially allows us to detect a contribution as small as about 10% of the total antiproton flux. However, to exploit this level of accuracy theoretical and experimental systematic uncertainties have to be under control at the same level.

A state-of-the-art description of CR propagation in the Galaxy is provided by the two-zone diffusion model with convection and reacceleration [2]. A common strategy for constraining its parameters utilizes the boron-to-carbon flux ratio (B/C) measurement assuming that heavier nuclei propagate in the same way as (anti-)protons. In the analyses discussed in the following we, however, take into account light nuclei only (namely $\bar{p}$, $p$, He) constraining the CR propagation scenario and DM at the same time. To this end we perform a joint fit of propagation and DM parameters and derive likelihoods for the DM signal strength by profiling over the propagation parameters treated as nuisance parameters. This approach enabled us to derive strong limits on heavy DM [3]. At the same time, it revealed a preference for a DM signal, corresponding to a DM mass around 40–130 GeV and a thermal annihilation cross section, $\langle \sigma v \rangle \sim 3 \times 10^{-26}$ cm$^3$/s [4, 5]. A compatible signal has also been seen using B/C to constrain propagation [6] (see also [7]). However, given the small experimental errors, several sources of systematic uncertainties, which before could have been neglected, now become potentially relevant and, hence, require further investigations.

As pointed out in [7] a potentially important source of uncertainty is given by the antiproton cross sections, needed to model the production of secondary antiprotons through scattering of CR protons and helium with the interstellar medium (ISM) in the Galactic disk. Another important source of uncertainties arises due to possible correlations in the AMS-02 data which are expected to be present, but could not been taken into account in the above analyses, as they are not provided by the collaboration. In this article we present a systematical study of these two sources of uncertainties and investigate their impact on the significance of the above-mentioned DM signal and, hence, scrutinizing the robustness of this finding [8]. Meanwhile, similar analyses have also been carried out by other groups [9, 10].

The article is structured as follows. In Sec. 2 we describe our numerical setup and review the DM excess found. In Sec. 3 we study the impact of uncertainties in the antiproton cross sections, incorporating uncertainties via a covariance matrix method as well as a joint fit of propagation and cross-section parameters. In Sec. 4 we discuss the potential impact of correlated errors in the AMS-02 data using several data-driven benchmark scenarios for realistic correlations in the data. We conclude in Sec. 5.

2. Cosmic-ray propagation and default setup

We describe the propagation of CRs through the Galaxy in the two-zone diffusion model [2]. The corresponding diffusion equations for the phase-space densities of CRs are solved with the GALPROP code [11, 12]. Diffusion is modeled with a power law in rigidity. We include convective winds assumed to be constant and orthogonal to the Galactic plane as well as diffusive reacceler-
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Figure 1: Comparison of antiproton-over-proton ratio for the respective best-fit points. The left (right) plot shows the case without (with) DM. In addition, we show the tertiary component, the DM component and the flux before solar modulation. We fit data in the range $R = (5 - 300) \text{ GV}$ (between the dotted lines).

We model the source terms for the primary CRs by a smoothly broken power law with a common break position but individual slopes for proton and helium.

For the source term for secondary antiprotons from scatterings of CR proton and helium in the ISM we use the antiproton production cross sections from Winkler [13] with updated parameters from Korsmeier et al. [14] (see Sec. 3 for more details). Furthermore, we take into account DM annihilation as a primary source of antiprotons parametrized by the DM mass, $m_{\text{DM}}$, and velocity-averaged annihilation cross section, $\langle \sigma v \rangle$. As a benchmark we consider annihilation into $b\bar{b}$. We expect the qualitative results to apply for other annihilation channels providing similar antiproton spectra (see e.g. [5]). We assume that DM is distributed according to a Navarro-Frenk-White density profile [15]. We expect little dependence on the chosen density profile as indicated by the results of [3].

In our analysis we use the AMS-02 measurements of the antiproton-to-proton ratio [1] and the proton and helium fluxes [16, 17]. We model solar modulation using the force-field approximation [18]. The corresponding solar modulation potential is constrained by additional proton and helium data from Voyager [19] measuring directly the local interstellar flux. To account for possible charge dependent effects we allow for slightly different solar modulation potentials for antiprotons and proton/helium, however, penalizing their difference by a Gaussian prior with a variance $\sigma_\phi = 100 \text{ MV}$. As we observe a break-down of the force-field approximation towards small rigidities [8] we only fit data above 5 GV.

We perform global fits of the propagation (and DM parameters) with and without a primary source of antiprotons from DM using MultiNest [20] for the parameter space sampling. Figure 1 shows the antiproton-over-proton ratios as function of rigidity together with the AMS-02 data for the corresponding best-fit points. Allowing for a DM contribution to CR antiprotons improves the fit by $\Delta \chi^2 = 12.7$ which, formally, corresponds to a significance of 3.1$\sigma$. The (propagated) best-fit

Note that this significance is lower than the one originally found in [4] which was around 4.5$\sigma$. The difference is mainly due to the different antiproton cross sections chosen. In [4] the parametrizations from [21] was used.

---

1Note that this significance is lower than the one originally found in [4] which was around 4.5$\sigma$. The difference is mainly due to the different antiproton cross sections chosen. In [4] the parametrizations from [21] was used.
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Figure 2: Best-fit regions in the \( m_{\text{DM}} \cdot \langle \sigma \upsilon \rangle \) for annihilation into \( b \bar{b} \). The red contours in both panels show the \( 1 \sigma \) regions around the best-fit point for our default setup, as described in Sec. 2. Furthermore, both panels show the 95% CL upper limit on the annihilation cross section derived from the observation of dwarf spheroidal galaxies [22] and the 2\( \sigma \) best-fit region of the GCE from [23]. Left panel: Best-fit region taking into account antiproton cross-section uncertainties via the covariance matrix approach (green contours) and the joint fit (blue contours). Right panel: Best-fit region for two benchmark scenarios for the correlations in the AMS-02 data: 1% fixed systematic uncertainties (blue contours) and \( \ell_{\text{corr}} = 5 \) (red contours).

DM spectrum peaks at around \( (10-20) \text{ GV} \), cf. red curve in the right panel of Fig. 1.

The corresponding \( (1-3) \sigma \) contours in the \( m_{\text{DM}} \cdot \langle \sigma \upsilon \rangle \) plane are shown in Fig. 2 (labeled as ‘default setup’). As already pointed out in [4] the best-fit region is compatible with dark matter interpretation of the gamma-ray Galactic center excess (GCE) and limits from gamma-ray observation of dwarf spheroidal galaxies.

3. Uncertainties in the antiproton production cross sections

The antiproton production cross section can have an important impact on the significance of the DM signal found. In this section we investigate the subject systematically by taking into account the uncertainties in the antiproton production cross sections in the fit. For a given CR projectile nucleus \( i \) with flux \( \phi_i \) and nuclei component of the ISM \( j \) with density \( n_{\text{ISM},j} \), the corresponding energy-differential cross section for antiproton production, \( d\sigma_{i,j}/dT_{\bar{p}} \), enters the secondary antiproton source term in the following way:

\[
q_{i,j}(x, T_{\bar{p}}) = \int_{T_{\text{th}}}^{\infty} dT_i \, 4\pi n_{\text{ISM},j}(x) \, \phi_i(T_i) \, \frac{d\sigma_{i,j}}{dT_{\bar{p}}}(T_i, T_{\bar{p}}),
\]

where the parameters \( T_i \) and \( T_{\bar{p}} \) denote the kinetic energy of the CR projectile and the produced antiproton, respectively. We use the cross section parametrization from [13] and parameters that were updated [14] using the most recent data from NA61 and LHCb. We follow two approaches.

First, we use the covariance matrix of the cross-section parameters fitted in [14] and propagate the error to the flux of the CR antiprotons by Monte Carlo sampling. This way we obtain a covariance matrix for the antiproton flux measured by AMS-02 that is added to the one from the
(uncorrelated) uncertainties of the AMS-02 measurement:

\[ \gamma_{ij}^{(\phi_{\bar{p}/p}^{\text{AMS-02}})} = \gamma_{\text{XS,ij}}^{(\phi_{\bar{p}/p}^{\text{AMS-02}})} + \delta_{ij} \left[ \sigma_{\bar{p}/p,i}^{(\text{AMS-02})} \right]^2, \]  

(3.2)

where \( i, j \) refer to the rigidity bins. A similar approach has been followed in [7].

As a second approach we perform a simultaneous fit of CR and cross-section parameters. To keep the total number of parameters on a computationally feasible level, we take into account the three most important cross-section parameters only, namely the parameters \( C_1 \) and \( C_5, C_6 \) in [14] which determine the over-all normalization and the shape at low energies, respectively. The remaining parameters are set to their best-fit value.

Within these two setups we perform global fits with and without DM each.\(^2\) In both setups we found a preference for DM with a similar significance, namely \( \Delta \chi^2 = 10.9 \) using the covariance matrix and \( \Delta \chi^2 = 10.7 \) performing the joint fit, which corresponds to 2.9 and 2.8σ, respectively. This implies that the inclusion of systematic uncertainties in the antiproton cross sections do not have a strong effect on our results. Furthermore, the best-fit regions in the DM mass and the velocity-averaged annihilation cross section shown in the left panel of Fig. 2 hardly change when considering cross-section uncertainties. Finally, we find that the \( \chi^2 \) profiles of the cross-section parameters in the joint fit are approximately Gaussian-like and that there are no significant correlations between the propagation and cross-section parameters. A posteriori, this justifies the use of the covariance matrix method which builds upon this assumption.

4. Correlation in the AMS-02 data

In the rigidity region of the excess (around 10—20 GV) systematic uncertainties in the AMS-02 data dominate over the statistical ones. In general, these systematics are expected to be subject to sizeable correlations in rigidity. However, this information is not provided by the AMS-02 collaboration and, hence, in the above analyses we simply added statistic and systematic uncertainties in quadrature. Here we illustrate the effect of possible correlations that were neglected before considering several benchmark scenarios.

First, we assume only 1% of the systematics to be uncorrelated while the rest is assumed to be fully correlated in rigidity amounting to a freedom in the total normalization. Secondly, we aim to constrain correlations from the data itself using standard statistical inference (see [8] for details).

To this end we allow the covariance matrix of the CR datasets to be the sum of three parts:

\[ \gamma = \gamma_{\text{stat}} + \gamma_{\text{short}} + \gamma_{\text{long}}. \]  

(4.1)

Here \( \gamma_{\text{stat}} \) contains all uncorrelated uncertainties (here statistic error only), \( \gamma_{\text{long}} \) describes the long-range correlations (fully correlated) while \( \gamma_{\text{short}} \) describes the correlation of up to a few neighboring rigidity bins. We model the latter with the ansatz:

\[ \gamma_{\text{short},ij} = \exp\left( \frac{|i-j|}{\ell_{\text{corr}}} \alpha^\ell_{\text{corr}}\right) f^2 \sigma_{\text{sys},i} \sigma_{\text{sys},j}, \]  

(4.2)

\(^2\)As an additional setup, in [8] we also consider the parametrization from [24] (with updated parameters from [14]) yielding similar conclusions.
where \( i, j \) refer to the rigidity bins and \( \alpha, \ell_{\text{corr}} \) and \( f \) are free parameters of our model. As \( \ell_{\text{corr}} \) cannot be constrained from data, we choose several benchmark values. In the following we consider the case \( \ell_{\text{corr}} = 5 \), while \( \alpha \) and \( f \) is chosen to be consistent with data. The remaining systematic uncertainty is assumed to be fully correlated, \textit{i.e.} to belong to \( \mathcal{V}_{\text{long}} \).

For these benchmark scenarios correlations have a large effect on our fit. First, we find that the fraction of totally correlated errors is sizeable. They amount to a freedom in the over-all normalization of the spectrum which is, however, already considered in the fit and, thus, does not introduce additional freedom, effectively reducing the uncertainties. The constraining power of the data is thus increased. This is further reflected in the smaller best-fit regions, \textit{cf.} right panel of Fig. 2. The regions are slightly shifted towards smaller DM masses, and they are still compatible with the best-fit region for the GCE. Secondly, the significance of the signal increases. For the case of 1\% uncorrelated uncertainty (with the rest fully correlated) we find a \( \Delta \chi^2 = 30.0 \) corresponding to 5.1\( \sigma \). Using the ansatz Eqs. (4.1) and (4.2) with \( \ell_{\text{corr}} = 5 \) we obtain \( \Delta \chi^2 = 17.6 \), \textit{i.e.} 3.8\( \sigma \). Note that these results only illustrate the importance of a proper treatment of correlated uncertainties. A final conclusion can only be drawn knowing the true correlations in the AMS-02 data.

5. Conclusion

We discussed the importance of two sources of systematic uncertainties in the interpretation of global CR fits to the precise AMS-02 data, in particular the hint for a possible DM signal. First, we studied the uncertainties of the antiproton production cross sections affecting the source terms of secondary antiproton – the background for DM. We followed two approaches, describing the uncertainties by a covariance matrix as well as performing a joint fit of CR and cross-section parameters. Both descriptions led to comparable results. The significance of the DM signal is not strongly affected by antiproton cross-section uncertainties and persists at the 3\( \sigma \)-level.

Secondly, we studied the impact of potential correlations in the AMS-02 data which are expected to be present but not provided by the collaboration yet. Assigning some of the systematic uncertainties to be fully correlated effectively reduces their impact in the fit and hence increases the constraining power. Besides a shrinking of the best-fit region, the significance of the DM signal increases, up to around 5\( \sigma \). This illustrates the importance of the knowledge of the true covariance for assessing the significance of the excess and exploiting the full potential of the AMS-02 data.
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