
P
o
S
(
E
P
S
-
H
E
P
2
0
1
9
)
1
2
6

Modeling Radiation Damage to Pixel Sensors in the
ATLAS Detector

Lorenzo Rossini∗, on behalf of the ATLAS Collaboration
Universita´ degli studi di Milano, INFN sezione di Milano, Italy
E-mail: lorenzo.rossini@unimi.it

Silicon pixel detectors are at the core of the current and planned upgrade of the ATLAS detec-
tor at the Large Hadron Collider (LHC). As the closest detector components to the interaction
point, these detectors will be subjected to a significant amount of radiation over their lifetime:
prior to the High-Luminosity LHC (HL-LHC), the innermost layers will receive a fluence in ex-
cess of 1015 neq/cm2 and the HL-HLC detector upgrades must cope with an order of magnitude
higher fluence integrated over their lifetimes. Simulating radiation damage is critical in order to
make accurate predictions for current and future detector performance that will enable searches
for new particles and forces as well as precision measurements of Standard Model particles such
as the Higgs boson. A digitization model that includes radiation damage effects to the ATLAS
pixel sensors and considers both planar and 3D sensor designs, is presented. In addition to the
thorough description of the setup, predictions for basic pixel cluster properties on leakage cur-
rents, depletion voltage, charge collection efficiency, and Lorentz angle are compared with LHC
proton-proton collision data.
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1. The ATLAS Pixel Detector and Radiation Damage effects

The ATLAS [1] Pixel Detector [2] is the innermost component of the Inner Detector. It consists
of four barrel layers and three disk layers per end cap. The barrel layers are composed of n+-in-n
planar oxygenated silicon sensors and n+-in-p 3D pixel sensors. These sensors cover a total active
area of 1.88 m2 with a total of 92.4 million pixels. Its coverage goes up to |η | < 2.51, while it
covers the full azimuthal angle (φ ).
The innermost layer, the Insertable B-Layer (IBL) [3, 4], is located at just 3.3 cm from the beam
pipe and is made of pixels of 50× 250 µm2 in size and 200 µm thick, while in the region with
high |z| of the IBL there are the 3D pixel sensors of 50×250 µm2 in size and 230 µm thick. The
other barrel layers are respectively at 5.05 cm (B-Layer), 8.85 cm (Layer 1), and 12.55 cm (Layer
2) from the beam pipe and consist of pixels of 50× 400 µm2 in size and 250 µm thick. The IBL
was installed in ATLAS in May 2014 before the start of LHC Run 2, while the other three layers
have been there since the beginning of Run 1. The IBL modules are tilted by 14◦ in the azimuthal
direction, and the other pixel layers by 10◦, achieving overlap in the active area and assuring a full
acceptance in φ .
The IBL received a total fluence of ∼ 1× 1015 neq/cm2 by the end of Run 2 (corresponding to
a luminosity delivered by the LHC of 159 fb−1), while a total fluence of 1.8× 1015 neq/cm2 is
estimated by the end of Run 3 in 2023 (with a total estimated integrated luminosity of 300 fb−1).
The other three layers have received lower fluences: 4.6× 1014 neq/cm2 for the B-Layer, 2.1×
1014 neq/cm2 for Layer-1, and 1.3×1014 neq/cm2 for Layer-2. Figure 1 shows the fluence received
by the four layers as a function of the number of days since the start of Run 2 .
The remainder of this contribution will present the details of a new digitizer that accounts for effects
due to radiation damage. Section 2 presents the model used and each component used, and Section
3 presents the results of the simulation compared with data from Run 2.

2. Digitizer Model

Charged particles crossing a sensor create electron-hole pairs that travel towards the electrodes
due to the combined effects of the electric and magnetic fields. They induce a signal in the col-
lecting electrodes where they are converted to digital signals and sent from the front ends to the
detector readout system.
In simulations, energy deposits are obtained from Geant4 [5], a software that evaluates the trajec-
tories of particles inside the detector and their interaction with the material, and whose output is a
list of energy deposits and their position in the sensitive material, called hits. These hits are then
transformed into digital signals in a step called digitization. Radiation damage effects are inserted
in this step in a software based on AllPix [6]. This is a tool which allows an easy and fast com-
parison between data and simulation, and was used to prove the validity of the radiation damage
model. Afterwards, the model was also implemented in the ATLAS common software Athena, in

1ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of
the detector and the z-axis coinciding with the axis of the beam pipe. The x-axis points from the IP towards the centre of
the LHC ring, and the y-axis points upward. Cylindrical coordinates (r,φ) are used in the transverse plane, φ being the
azimuthal angle around the z-axis. The pseudorapidity is defined in terms of the polar angle θ as η = ln tan(θ/2).
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Figure 1: Estimates of the lifetime fluence experienced by the four layers of the current ATLAS pixel
detector as a function of time since the start of Run 2 (June 3, 2015) at z∼ 0. The IBL curve represents both
the fluence on the IBL (left axis) as well as the delivered integrated luminosity in Run 2 (right axis). From
Ref. [7].

order to exploit the full-geometry description of the ATLAS detector, and check what the effects
on physical quantities would be. However, in both cases the structure of the main algorithm to
evaluate the effects of the radiation damage is the same, while there are some differences in how
some maps and geometry setting are initialized.

Overview The software is initialized by loading the geometry of the sensor (thickness, pitch, tilt)
and Geant4 generates the energy hits. Then all the parameters needed are loaded: fluence, trapping
time for electrons and holes, temperature, and magnetic field strength. In this step a number of
lookup tables are also loaded: Ramo potential, electric field maps, and Lorentz angle maps.
The energy deposits of Geant4 are then converted into electron-hole pairs; the energy needed is
∼ 3.6eV for a pair. These charge carriers are then drifted towards the opposite electrodes using
the information in the tables previously loaded. For each charge the probability of being trapped
is then calculated. If the charge is trapped, the signal induced in the neighboring pixels is then
evaluated using the Ramo potential.
The different inputs are described in the following paragraphs.

Fluence Fluence is proportional to the delivered luminosity. In order to match the data to the cor-
rect simulation it is then important to know the conversion factor between fluence and luminosity.
This is obtained by comparing the prediction of the leakage current with data. Figure 2 (left) shows
the predicted leakage current compared with data during Run 2. Figure 2 (right) shows the conver-
sion factor from luminosity to fluence for the IBL, as a function of z, compared with predictions
with Pythia8+FLUKA [8, 9] and Pythia+Geant4. From a comparison with the different simulation
an error of 15 % is assumed on this conversion factor.

Electric Field The electric field strength for unirradiated sensors varies linearly with the depth
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Figure 2: Left: Average measured leakage current data of a representative sample of modules in the ATLAS
Pixel Detector barrel layers over the full period of operation. The leakage current data are normalized to
0◦C; the average module sensor temperature is shown in the top panel. From Ref. [10]. Right: The fluence-
to-luminosity conversion factors (extracted from leakage current fits), as a function of z, compared with the
Pythia+FLUKA and Pythia+Geant4 predictions. From Ref. [11].

of the sensor. However the change in doping inside the bulk due to the radiation damage changes
the profile of the field. The electric field strength for irradiated sensors are simulated with software
based on TCAD technologies. The radiation damage models used were the Chiochia model [12]
for planar sensors and the Perugia model [13] for the 3D sensors.

Lorentz angle The presence of a magnetic field deviates the path of the charge carriers from
straight lines. The Lorentz angle (θL) is defined as the angle between the drift direction and the
electric field. In a given point inside the bulk of the sensor the Lorentz angle is given by

tanθL(zi,z f ) =
rB

|z f − zi|

∫ z f

zi

µ(E(z))dz,

where µ is the mobility, and zi/ f is the initial/final position, r is the Hall scattering factor, B is the
magnetic field, and E(z) is the electric field as a function of the position. From this equation it is
possible to see that if the electric field changes, so too does the Lorentz angle, due to the dependency
of the mobility on the electric field. In the digitizer code the Lorentz angle maps are saved at the
beginning for each geometry and condition setup (fluence, bias voltage, and temperature).

Charge Trapping The charge carriers are considered trapped if their time to reach the electrodes
is larger than a random time distributed as an exponential with mean value 1/(Φβ ), where β is
the trapping constant, and Φ the fluence. This constant is set at the beginning of the digitizer, and
it is taken from literature. From different measurements, β has been found to depend on the type
of irradiation, the temperature, and the annealing history, and also on whether the charge carrier is
an electron or a hole. In the digitizer an average of different measurements is used, mainly from
references [14, 15, 16]. The values used were:

βe =(4.5±1.5)×10−16cm2/ns,

βh =(6.5±1.5)×10−16cm2/ns.

The uncertainties were chosen in order to cover the differences between the measurements in the
references used.
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Ramo potential and induced charge Even if the charges are trapped inside the bulk of the
sensor, they still induce a charge on the electrodes that can be analytically calculated, by using the
Shockley-Ramo theorem [17]. The induced signal of a charge q moving from the position~xi to the
position~x f is:

Qinduced =−q[φw(~xf)−φw(~xi)],

where φw is the Ramo potential ~Ew =−∇φw. The Ramo potential depends only on the geometry of
the electrodes, and therefore it is evaluated in advance. In the digitizer the Ramo maps are loaded
in the initialization process, and are used in each loop whenever a charge is trapped to estimate the
induced charge in all the pixels in a 3×3 matrix around the closest pixel to the trapping position.
These maps are evaluated with TCAD in order to solve the Poisson equation. Figure 3 shows the
Ramo potential of a quarter of an IBL planar sensor.
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Figure 3: Ramo potential maps of a quarter of an ATLAS IBL planar module in the z−x plane. The dashed
vertical line (at 25 µm) indicates the edge of the primary pixel. From Ref. [11].

3. Validation with Data

Standalone simulations with Allpix are used to predict the evolution with fluence of the per-
formance of the detector. This allows the radiation damage model to be validated using collision
data, as well as to predict future performance and to plan changes to operating conditions in order
to maintain a high detection efficiency. Simulation results are compared to data from Run 2 col-
lected with the ATLAS IBL detector. During this time the bias voltage was increased to cope with
radiation damage: the IBL sensors have operated at 80 V in 2015, 150 V in 2016, 350 V in 2017,
and 400 V in 2018.

Charge Collection Efficiency One important observable to monitor is the collected charge,
which is reported as the most probable value of the charge cluster distribution. This is expressed
in Time over Threshold (ToT). The charge collection efficiency (CCE) is defined as the ratio of
the most probable value at a certain fluence with respect to the value for unirradiated sensors. The
charge collection efficiency as a function of the delivered luminosity for central (|η | < 0.8) IBL
modules is shown in figure 4 (left). The agreement between data and simulation is good within
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the simulation uncertainties. Systematic uncertainties come from the variation of the fundamental
parameters in the radiation model used to compute the electric field profile, and from the variations
of the trapping constants.
The evolution of the collected charge as a function of the bias voltage for data from the end of 2017
and 2018, and simulation for two fluences, corresponding respectively to the end of 2017 and end
of 2018 for IBL modules, is shown is figure 4 (right) . The data are taken in special runs where
scans of bias voltages were performed. Again the simulation is in good agreement with data in
both trend and absolute value.
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Figure 4: Left: Charge collection efficiency as a function of luminosity. Right: Most probable value of ToT
as a function of bias voltage. From Ref. [18].

Lorentz angle Another important parameter to monitor is the Lorentz angle, since it has a direct
impact on the cluster size. The Lorentz angle is determined by performing a fit to the transverse
cluster size F as a function of the incidence angle of the associated track using the following
functional form:

F(α) = [a×| tanα− tanθL|+b/
√

cosα]⊗G(α|µ = 0,σ),

where α is the incidence angle with respect to the normal direction of the sensor in the plane
perpendicular to the magnetic field. The parameter θL is the fitted Lorentz angle, G is a Gaussian
probability distribution evaluated at α with mean 0 and standard deviation σ , and a and b are two
additional fit parameters related to the depletion depth and the minimum cluster size, respectively.
An example input to the fit is shown in Figure 5 (right). Figure 5 (left) instead shows the evolution
of the Lorentz angle during 2017 compared with the prediction from the Allpix simulations. Here
the simulation points are fitted with a straight line, where the offset is fixed so that it matches the
one from the data. The overall normalisation of the simulation prediction is highly sensitive to the
radiation damage model parameters, but the increasing trend is robust.
Error bands account for all the systematic variations. For each one a linear fit is done, and the error
is defined as the sigma of the distribution of the slopes. The increase in data is well described by
the simulations.
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Figure 5: Left: The evolution of the Lorentz angle (θL) during 2017 compared with simulations from Allpix
using the Chiochia model. From Ref. [19]. Right: The mean transverse cluster size versus transverse
incidence angle near the end of the 2016 run (∼ 2× 1014 neq/cm2) with a bias voltage of 80 V. From Ref.
[11].

4. Conclusion

Radiation damage effects are already visible in the ATLAS Pixel Detector and need to be
taken into account in the Monte Carlo simulations in order to be prepared for Run 3 at the LHC. A
digitizer that models the effects of the radiation damage has been presented. It is based on TCAD
simulations with effective traps in the silicon bulk that model the changes in the electric field
profile. Comparison of the simulations with data shows good agreement. Results of the simulation
were used to help to make decisions that ensure good online and offline performance of the ATLAS
Pixel Detector, and to guide the design of the future detector at the HL-LHC.
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