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In recent times, computational studies have emerged as a viable alternative for complementing the
efforts of experienced radiologists in disease diagnosis. Computed tomography (CT) studies are
a common way of predicting the lung nodule malignancy for the early diagnosis and treatment
of lung cancer in patients. Early detection of the type of nodule is the key to determining the
appropriate treatment, thus increasing patient survival. Feature extraction is an important stage
in classifying benign and malignant nodules in chest CT scans. However, determining the type
of nodule in CT scans is a challeging task in medical imaging, since CT images cannot be eval-
uated as an average or generic image. Hence, this study is based on the application of machine
learning techniques, specifically convolutional neural networks (CNNs) and transfer learning, for
the feature extraction and identification of tomograms with pulmonary nodules on a public, Lung
TIME dataset. Pretrained CNNs architectures (VGG, ResNet, MobileNet, Xception, NASNet and
DenseNet) and a proposed CNN architecture were used, thereby obtaining a minimum training
accuracy in pretrained architectures of 70.11% and minimum test accuracy of 33.91%. In con-
trast, in the proposed CNN, 95.25% and 94.21% respectively were obtained. These results show
that the transfer learning is not always feasible in medical applications and architectures focused
on the problem to be solved are usually most effective.
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1. Introduction

Massive progress has been observed in the successful application of machine learning in the
identification, prediction, image segmentation, optimization and classification tasks. Motivated by
the success of machine learning and evolution of biomedical images, algorithms for the medical
field are increasingly used in the early identification and classification of diseases [1, 2, 3, 4, 5,
6, 7]. In machine learning research, deep learning techniques are considered to facilitate feature
extraction [8, 9, 10, 11, 12], which involves using high-level representations learned by a network
with the aim of obtaining interesting features of new samples [13]. Also, it is an important stage to
obtain reliable results of a vision system [14]. Through deep learning techniques, different types of
biomedical images have been analyzed [6, 15], such as X-rays, ultrasound [16], magnetic resonance
imaging (MRI) [17], and computed tomography (CT). This has allowed the characterization of
organs and pathologies, among them cancer [18]. Convolutional neural networks (CNN) have been
used in several investigations of the state-of-the-art on lung cancer using CT thorax scans, showing
that they can learn directly from the data [19, 20, 21, 22, 23, 24, 25, 26] instead of using hand-
crafted features, showing comparable results in the existing domain of the expert. In addition,
using CNN, transfer learning can be performed, which consists of learning discriminatory features
in a knowledge domain and applying it in a related domain. Transfer learning is mainly used in
applications where little training data is available [27]. However, transfer learning has been little
explored in research related to lung cancer, in addition to the comparison (both in accuracy and at
running time) between several CNN architectures applied to chest CT analysis. This investigation
focuses in comparing different CNN architectures for the feature extraction of tomograms with
pulmonary nodules in the Lung Test Images from Motol Environment (Lung TIME [28]) dataset
and to identify whether the tomogram has nodules. Different CNN architectures with transfer
learning such as the likes of VGG [29], ResNet [30], MobileNet [31], Xception [32], NASNet [33]
and DenseNet [34] as well as a proposed CNN architecture were used. These architectures were
chosen because they have had an excellent performance in tasks of identification and classification
of images. All CNN architectures were analyzed both using the Dropout layer with a ratio of
0.0005 and without it. This paper is organized as follows, in the second section the materials and
methods used are shown, in the third section comparisons in terms of accuracy and training time
in CNN architectures are provided and in the last section the conclusions and future work of the
investigation are presented.

2. Dataset and methods

The feature extraction and identification of tomograms with pulmonary nodules were per-
formed by using CNNs. Pretrained CNN architectures (VGG, ResNet, MobileNet, Xception, NAS-
Net and DenseNet) were compared using the weights of the ImageNet [35] dataset with a proposed
CNN architecture. The dataset Lung TIME was used to carry out the experiments, which contains
157 computed tomography (CT) images of the thorax in DICOM 3.0 format with annotated nodules
in the XML format. 2003 tomograms with nodules and 4158 without nodules were used, keeping
the fact that, each CT consists of large number of tomograms with 512x512 pixels in size. Later,
the tomograms were resized to 64x64 pixels comprising three color channels, with the purpose of
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being able to use them as input in the pretrained CNN architectures. To analyze the performance
of CNNs, 70% of the tomograms were randomly selected for training and the rest for validation.
Figure 1 shows the underlying methodology for the study, which consists of a tomogram with
512x512 pixels as the input, subsequently resized to 64x64 pixels which is received as the input
to a CNN architecture; both for the transfer learning process as well as for the evaluation of the
proposed architecture. As a result, the identification of tomograms with nodules or without nodules
is obtained.

Figure 1: Outline of the Methodology

2.1 CNN architectures used

2.1.1 Proposed CNN

Figure 2 shows our CNN, which consists of five successive layers of convolution (with ReLU
activation) and max-pooling, followed by a flattening layer, which is followed by fully connected
layer, and a final fully connected softmax layer. The architecture was developed incorporating the
Dropout (with a rate of 0.0005) layer and without incorporating it.

Figure 2: Proposed CNN architecture

2.1.2 Transfer learning with pretrained CNNs

Through the transfer learning, CNN architectures can be used in many domains and differ-
ent tasks than those for which they were trained [36]. In addition, they can be used when there
is not enough training data [27]. So, it was decided to use them to observe their behavior in
the identification of tomograms with pulmonary nodules. Table 1 shows the pretrained CNN to
perform the feature extraction and identification of tomograms with nodules, which were chosen,
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given the competitive performance they have achieved in identification and classification tasks
[29, 30, 31, 32, 33, 34]. Figure 3 presents the pipeline of the CNN network using transfer learning,
which consists of an input layer, then the pretrained model (without the last predicting layer) layer
followed by a Flatten layer and three successive Dense layers. The experiments were conducted
incorporating the Dropout (with a rate of 0.0005) layer and without incorporating it.

Table 1: Pretrained CNNs used
Architecture Variants Description
VGG VGG16 Achieve state-of-the-art accuracy on ILSVRC classification

VGG19 and localization tasks [29].
ResNet ResNet101 Useful in detection, location, classification and segmentation

ResNet152 tasks [30].
ResNet50

MobileNet MobileNet It requires less computing power. Useful in mobile and em-
MobileNetV2 bedded applications [31].

Xception – Useful in image classification tasks [32].
NASNet NASNetMobile Achieve state-of-the-art in the CIFAR-10 and ImageNet

NASNetLarge datasets [33].
DenseNet DenseNet121 May be good feature extractors in various computational

DenseNet169 vision tasks [34].
DenseNet201

Figure 3: CNN architecture incorporating transfer learning

2.2 Experimental setup

In all architectures, the Nadam [37] optimizer with a learning rate 0.001 and batch size of
32 was used. The loss function used was sparse categorical crossentropy. Training was done in
5 epochs. Experiments were performed with a Dropout rate of 0.0005 and without Dropout. To
implement the CNNs, Tensorflow 2.0 was used in Python 3.6.7. The library that was used to read
the tomograms was imageio. The experiments were conducted on a computer with Windows 10
64-bit (Build 18362), Intel(R) Core(TM) i3-5015U CPU @ 2.10GHz (4 cores), 2.1GHz and 16
GB RAM.

3. Experimental results & discussion

Table 2 reports training accuracy, test accuracy and runtime in minutes with/without Dropout,
obtained using CNN. In both the VGG16 and VGG19 architectures, it was observed that when

3



P
o
S
(
A
I
S
I
S
2
0
1
9
)
0
2
4

A machine learning approach for the feature extraction of pulmonary nodules Cecilia Irene Loeza Mejía

using Dropout, the accuracy of training decreased and the training time increased. In pretrained
CNNs, the greater training accuracy of 97.15% without Dropout was observed in ResNet50. In
contrast, when using Dropout rate of 0.0005 on MobileNet, a 97.26% was obtained. However, the
test accuracy was less than 70%, which is not acceptable in medical applications. A shorter runtime
was observed in MobileNet. and ResNet152 got the longest training time. So, in applications that
use few computing resources, it is recommended to use a MobileNet architecture instead of Rest-
Net. While the best test accuracy using transfer learning was achieved by the VGG16 architecture,
a comparable accuracy of 73.23% and 75.77% was obtained in each case, with and without using
Dropout. It was also noted that the use of Dropout did not always improve accuracy, also, it in-
creases the execution time. Overall, the performance of the proposed CNN architecture was better
than the pretrained CNNs, obtaining a training accuracy of 96.08% and a test accuracy 94.75%
without using dropout, while 95.25% and 94.21% respectively when used. In addition, the pro-
posed CNN was trained in less time, which means that in medical applications specifically where
chest CT scans are used, the use of transfer learning can give imprecise results than an architecture
specifically focus on the problem to be solved.

Table 2: Results with pretrained architectures and proposed CNN
No Dropout With Dropout

CNN Training Test Training Training Test Training
ACC ACC time ACC ACC time

VGG16 0.7419 0.7323 30.07 0.7252 0.7577 32.16
VGG19 0.7087 0.7161 34.90 0.7011 0.7090 37.81
ResNet101 0.9668 0.6609 130.31 0.9692 0.6609 126.78
ResNet152 0.9647 0.6609 158.46 0.9643 0.6609 160.68
ResNet50 0.9715 0.3391 51.20 0.9719 0.3391 23.11
MobileNet 0.9682 0.6598 13.63 0.9726 0.6733 9.85
MobileNetV2 0.9372 0.4072 12.00 0.9330 0.5008 10.67
Xception 0.8583 0.4024 18.54 0.8581 0.3802 20.04
NASNetMobile 0.8882 0.6609 16.14 0.8836 0.6522 16.37
NASNetLarge 0.9332 0.5349 46.19 0.9246 0.5641 50.90
DenseNet121 0.9583 0.4732 14.77 0.9578 0.5479 18.47
DenseNet169 0.9620 0.6230 19.54 0.9585 0.6701 20.89
DenseNet201 0.9636 0.6382 20.93 0.9647 0.6111 23.04
Proposed CNN 0.9608 0.9475 7.23 0.9525 0.9421 5.68

4. Conclusions and future directions

In this study different CNN architectures were used for the feature extraction and identifi-
cation of tomograms with pulmonary nodules. It was observed that in case of pretrained CNN
architectures, MobileNet requires less computational power, on the contrary, ResNet uses greater
computing power. In some cases of feature extraction and identification of tomograms with nod-
ules, although the training accuracy is greater than 90%, the test accuracy is found to be less than
70%, which for the purpose of transfer learning, is not an feasible option for CT scans. This is
because, these architectures were trained for problems not focusing on medical applications. In
general, with the proposed CNN architecture, better results were obtained, with a training accuracy
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of 96.08% and a test accuracy of 94.75% without using Dropout. In contrast, when using Dropout,
the results were slightly lower 95.25% and 94.21% respectively. The proposed architecture can be
used as part of a pulmonary nodule detection system. Nonetheless, it was also shown that the use of
Dropout does not always improve accuracy, but affects adversely, the execution time in most cases.
When using Dropout, only in the architectures ResNet101, ResNet50, MobileNet, MobileNetV2
and in the proposed CNN the training time was reduced. Thus, further research in the medical
field is required for evaluating architectures that use transfer learning, mainly for improving test
accuracy and parameter optimization, to be able to provide shorter training times. In addition,
appropriate Dropout rates can also be studied in order to reduce overfitting. Finally, it is equally
necessary to perform a correlation of the medical records with images, in order to improve accuracy
and to obtain reliable results.
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