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We give a brief summary of the Dyson-Schwinger and Bethe-Salpeter approach to hadron spectroscopy and report on recent progress in determining resonance properties in this framework. We exemplify the extraction of resonances using a scalar model, where we solve the scattering equation for the four-body scattering amplitude and extract the pole locations on the second Riemann sheet as well as the phase shifts.
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Figure 1: QCD's elementary $n$-point functions (top) and three-body Bethe-Salpeter equation (bottom).

Understanding the properties of resonances is a central task in nonperturbative QCD studies. Most of the 'bound states' in QCD are in fact resonances which decay and thus correspond to poles in the complex momentum plane of scattering amplitudes. In the following we discuss resonances in the context of the functional approach of Dyson-Schwinger equations (DSEs) and Bethe-Salpeter equations (BSEs), where progress has been made in the calculation of hadron spectra and matrix elements; see e.g. the reviews [1-3] and references therein.

The basic idea of the DSE/BSE approach is visualized in Fig. 1. The starting point are QCD's correlation functions or $n$-point functions shown in the upper panel: the dressed quark and gluon propagators, the quark-gluon vertex, three-gluon vertex etc., which encode the properties of the quantum field theory. Their momentum dependence and Lorentz/Dirac structure can be calculated using nonperturbative methods such as (gauge-fixed) lattice QCD [4-10], the functional renormalization group (FRG) [11-15] or the DSEs which are the quantum equations of motion [16-18]. An agreement between these methods has emerged over the last years at the level of two- and threepoint correlation functions, whereas the structure of higher $n$-point functions is less well known but under active investigation; see $[13,14,19-25]$ and references therein.

Hadron properties are contained in $n$-point functions that admit a color-singlet spectral representation. In Fig. 1, the quark-antiquark four-point function contains meson poles, the six-point function baryon poles, etc. A stable hadron corresponds to a pole on the real axis and a resonance to a pole in the complex plane of a higher Riemann sheet. This is also what allows one to derive a BSE at the respective pole; for example, the three-body BSE (or covariant Faddeev equation) in the lower panel of Fig. 1 describes the binding of three valence quarks to a baryon, where the kernels again depend on QCD's $n$-point functions. Similar relations allow one to calculate matrix elements such as form factors and scattering amplitudes.

Even though our knowledge of the underlying n-point functions has considerably improved in recent years, their implementation in BSEs is not straightforward due to chiral symmetry constraints, see e.g. [30, 31]. These ensure that the pseudoscalar mesons become massless in the chiral limit, while the quark DSE dynamically breaks chiral symmetry and generates a running quark mass function. The starting point for systematic kernel constructions is the rainbow-ladder truncation, which approximates the two-body kernels by effective gluon exchanges [32,33] and describes a range of meson and baryon properties including masses, decays, elastic and transition form factors well [2]. Results for the light baryon spectrum, both from the three-body BSE and its quark-diquark simplification, are shown in Fig. 2; excited hyperons are discussed in [34-37].


Figure 2: Nucleon and $\Delta$ spectrum for $J^{P}=1 / 2^{ \pm}$and $3 / 2^{ \pm}$states. The three-body (open boxes [26, 27]) and quark-diquark results (filled boxes [28]) are compared to the PDG values with their experimental uncertainties [29], see [28] for details.

The generation of meson and baryon resonances through BSEs is more intricate and sketched in Fig. 3. A gluon exchange between the quarks in the three-body BSE does not provide a decay mechanism and the resulting baryons are bound states on the real axis, where $P^{2}$ is the squared total Euclidean momentum. To produce multiparticle cuts and decay widths that push the poles into the complex plane, one needs topologies such as those at the bottom of Fig. 3, where the $q q q$ and $q \bar{q}$ correlation functions can generate nucleons and pions as intermediate states inside the kernel. However, these can only enter beyond rainbow-ladder. Similar kernels with intermediate $\pi \pi$ exchanges were recently included in the $\rho$-meson BSE and the quark-photon vertex, where they shift the $\rho$ pole into the complex plane and generate a width of the expected size $[38,39]$.

The situation is different for tetraquarks obtained from a four-quark BSE, which is the generalization of the BSE in Fig. 1 to a $q q \bar{q} \bar{q}$ system. In that case the $q \bar{q}$ pairs in the equation can recombine to form meson poles, which dynamically generate decay thresholds and widths even in rainbow-ladder. The existing four-quark calculations reproduce the mass pattern of the light scalar mesons and the mass of the $X(3872)$ [40, 41].


Figure 3: Rainbow-ladder like interactions produce real bound-state poles (top); to generate resonances, a resonance mechanism in the Bethe-Salpeter kernel is needed (bottom).


Figure 4: Left: Sketch of a typical singularity structure in the complex $\sqrt{t}$ plane. Right: homogenous BSE, inhomogeneous BSE and scattering equation for a system with a ladder exchange.

In addition to the presence of a decay mechanism, one must also build the necessary techniques to extract the resonance information. Crossing a physical threshold means integrating over internal $(\pi \pi, N \pi, \ldots)$ poles in a BSE. In fact, already the quark and gluon correlation functions in the kernels contain singularities in the complex plane; those do not produce physical thresholds but still put limits on the calculable ('Euclidean') momentum regions. As a consequence, one is restricted to low-lying meson and baryon excitations, states below thresholds, form factors within a certain $Q^{2}$ range, etc. For example, in Fig. 2 the nearest complex singularities from the quark propagators in the BSE integrand put an upper limit on the masses of excited states; to go further, one would need contour deformations analogous to those employed in Refs. [38, 39, 42-48].

In the following we summarize the contour-deformation technique in Ref. [48] applied to a scalar BSE using a Euclidean metric. This is equivalent to including the correct poles using residue calculus and thereby allows one to compare with Minkowski-space calculations [49-52]. Consider two scalar particles with masses $m$ and $\mu$ (with $\beta=\mu / m$ ) and a three-point interaction with a dimensionless coupling $c=g^{2} /(4 \pi m)^{2}$. The relevant equations are shown in Fig. 4: The first is the homogeneous BSE, which determines the mass spectrum and BS amplitude in a given $J^{P C}$ channel; the second is the inhomogeneous BSE which determines the corresponding vertex function; and the third is the scattering equation which determines the scattering amplitude. For simplicity we work with tree-level propagators and restrict the kernel to a scalar ladder exchange with mass $\mu$, which is the massive Wick-Cutkosky model [53-55].

The left panel in Fig. 4 shows the expected singularity structure in the complex plane of the variable $\sqrt{t}=\sqrt{P^{2}} /(2 m)$. The three equations are solved at fixed $t$. Because the tree-level propagators have real poles, the system has a threshold. Below the threshold $\operatorname{Im} \sqrt{t}=1$ there can be bound states, whose locations depend on the parameters $c$ and $\beta$. The two-particle cut starts at the threshold and extends to infinity, and above the threshold one would expect resonances on the second Riemann sheet, with complex masses $M_{i}$ corresponding to $\operatorname{Im} \sqrt{t}=\operatorname{Re} M_{i} /(2 m)$.

To access the first sheet above the threshold, one must employ contour deformations: After integrating over the inner integration variable, the poles in the integrand from the constituent and exchange propagators become cuts and one has to deform the integration path in the outer integration variable to avoid those cuts. With contour deformations, the homogeneous BSE can be solved in the entire first sheet of the complex $\sqrt{t}$ plane.


Figure 5: Left: Ground-state pole trajectory for $\beta=4$ as a function of the coupling [48]. Right: Phase shift for the leading partial wave compared to Ref. [52].

Extracting the resonance locations requires access to the second sheet, which is not directly possible from numerical solutions of the (in-)homogeneous BSEs and relies on analytic continuations methods such as the Schlessinger-point method [56-58]. One strategy is then to solve the BSE on the first sheet (below and above the threshold) and determine the singularity structure on the second sheet by analytic continuation. The second option is to solve the scattering equation for the four-point function directly; from the resulting two-body unitarity relation one has direct access to the information on the second sheet, including the singularity structure of the amplitude. In turn, one has to deal with more complicated contour deformations and must first solve the half-offshell scattering equation from where the onshell scattering amplitude, where all four external legs are on their mass shells, is extracted in the end [48].

The left panel in Fig. 5 shows the resulting ground-state pole trajectory in the complex $\sqrt{t}$ plane determined from the scattering equation. It turns out that the scalar model does not produce resonances but instead virtual states on the imaginary $\sqrt{t}$ axis (or negative $t$ axis) of the second sheet. If one increases the coupling $c$ starting at $c=0$, the pole moves up to the threshold until it turns over to the first sheet, where the state becomes bound. When increasing the coupling further, the pole slides down on the first sheet until it eventually becomes tachyonic. The same pattern is repeated for excited states.

The contour-deformation technique also allows one to extract phase shifts, which are related to the partial-wave amplitudes at $\operatorname{Re} \sqrt{t}=0$ and $\operatorname{Im} \sqrt{t}>1$ in a partial-wave expansion of the onshell scattering amplitude. The right panel in Fig. 5 shows the resulting phase shift for the leading partial wave [59], which is a function of complex $\sqrt{t}$. We cannot extract the phase shifts directly on the imaginary axis because here the deformed contour lies along a cut; instead we calculate it along lines in the complex $\sqrt{t}$ plane with $\operatorname{Re} \sqrt{t}$ fixed and approaching the imaginary axis. The results are compared to those in Ref. [52], where a Minkowski-space approach was employed to determine the phase shift for the same parameter set in the scalar model. Although moving closer to the axis requires increasingly better numerics, there is satisfactory agreement between the two approaches.

In summary, contour deformations provide a practical toolkit for treating resonances with integral equations. The formalism can be taken over without changes to systems with spin, such as $N \pi$ or $N N$ scattering. Moreover, contour deformations are generally applicable for circumventing singularities in integrals and integral equations - such as in Dyson-Schwinger and Bethe-Salpeter equations in QCD , where the singularities of the quark propagator and other correlation functions usually prohibit access to highly excited states, timelike form factors or form factors at large $Q^{2}$.
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