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1. INTRODUCTION

Higher-spin gravity theories are extensions of ordinary gravity by massless fields with spin greater than two, based on the gauge principle. As such, they offer great opportunities and pose important challenges. While it is somehow natural to speculate that higher-spin symmetries capture the deep rationale behind the good properties of String Theory [1, 2, 3, 4, 5, 6], and offer a particularly favourable window in which to study and, possibly, prove holographic dualities [7, 8, 9, 10, 11], many aspects of higher-spin gravity are difficult to grasp. This is largely due to the fact that the theory involves infinite-dimensional local symmetry algebras that mix fields of different spins and different numbers of derivatives. While such invariance places very powerful constraints on the interactions, it also makes the theory quite different from ordinary field theories. For instance, as the order of derivatives in a vertex grows linearly with the spins involved, the necessary presence of fields of arbitrarily high spin means that theory is expected to contain non-local interaction terms. Moreover, the ordinary concepts of Riemannian geometry have no invariant meaning, and need to be replaced by some higher-spin-extended notion thereof — which in turn may have some lesson in store for a deeper understanding of String Theory.

In this sense, it is remarkable that many features of the non-linear theory [12, 13, 14, 15] (see [16, 17, 18, 19] for reviews) can be controlled, largely due to the highly constraining symmetry and to the first-order unfolded formalism in which they are manifest. By reformulating the equations in terms of zero-curvature and covariant constancy conditions for master fields, transforming covariantly under the infinite-dimensional local symmetry algebra, it is possible to encode a highly complicated dynamics into a compact generating system for the non-linear spacetime equations. The master fields are functions of fibre coordinates $Y$, and the base manifold is an extension of spacetime with additional coordinates $Z$, with $Y$ and $Z$ each making up a non-commutative twistor space. The evolution along $Z$ generates the interaction vertices among physical fields, with gauge and field-redefinition ambiguities encoded into the choice of resolution operator for the $Z$-dependence. It is by studying the consequences of this choice of homotopy-contraction operator on the resulting spacetime interactions that progress has been recently made [20, 21, 22, 23, 24] in addressing the problem of non-locality [25, 26, 27, 28] for some vertices. It will be interesting to see whether a generalized notion of locality can emerge from this analysis, powerful enough to fully constrain the ambiguity in field redefinitions and extract physical information at the level of vertices among spacetime fields.

An alternative and, possibly, complementary approach is to try and extract all possible physical information at the level of master fields in the extended $(x, Y, Z)$ space and of the gauge-invariant observables of the full theory. This has the advantage of making use of the simplicity of the equations in the extended space to push the perturbative resolution as far as to get exact solutions, provided certain algebraic conditions are satisfied (that put constraints on the allowed class of functions of $(Y, Z)$). In practice, dropping one assumption (i.e., analyticity in twistor space for all master fields) in the intermediate steps of the perturbative analysis, it is possible to choose a particularly convenient homotopy contraction. Star products among certain non-polynomial elements and distributions in twistor-space variables are handled via a regularization prescription based on specific integral transforms. In the resulting choice of field variables, all fluctuations are included in the spacetime zero-forms of the theory. In fact, due to the unfolded equations, that locally recon-
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struct spacetime solutions from functions in twistor space [16, 17], to a large extent the spacetime features of the resulting master-field configurations are entirely stored in the twistor-space dependence of the zero-forms — in a sort of spacetime/twistor-space duality much akin to a Penrose transform (see [29] and references therein). Then, in order to interpret a solution in term of Fronsdal fields, it is possible to switch on a specific gauge function that glues the gauge fields to the local data encoded in twistor space. Moreover, any non-analyticity in the fibre coordinates \( Y \) that may come from the first part of the perturbative procedure turns out to be cohomologically trivial, thus having no impact on the gauge fields. In [38] it was proved that this approach indeed provides the expected result at first order, and a scheme was proposed that imposes asymptotically anti-de Sitter boundary conditions at master-field level, by perturbatively adjusting the gauge function and the integration constants (i.e., the twistor space local data) at higher orders. This perturbative scheme, if proved successful, would have the advantage of giving a way of controlling boundary conditions at the level of master fields, thereby helping in setting up a well-posed boundary value problem for the Vasiliev system in the extended space. The latter may help in the analysis of locality, allowed field redefinitions, allowed class of functions in twistor space, and in general in giving a better understanding of the geometry behind higher-spin fields.

The infinite-dimensional fibre allows the encoding of the propagating degrees of freedom into the \( Y \)-dependence. The Weyl zero-form equation contains the Klein-Gordon equation and the generalized Bargmann-Wigner equations for all linearized Weyl tensors of every spin \( s \). Its solution at a spacetime point \( x_0 \) is a fibre element with the coefficients of the \( Y \)-expansion corresponding to all spacetime derivatives of the physical fields at \( x_0 \). Hence, solutions in spacetime can be reconstructed from appropriate \( Y \)-space elements, and one expects that the classification of linearized solution spaces according to their spacetime properties (regularity and boundary conditions) can be mapped to the fibre. Moreover, fibre elements corresponding to different modes of a propagating field should arrange into irreps under the action of the \( \text{AdS} \) rigid isometry algebra generators.

Indeed, one can show that this happens and that the whole linearized Weyl 0-form master field admits a slicing in terms of \( \mathfrak{so}(2,3) \)-modules [30, 34, 37, 38]. This extends not only to regular and normalizable solutions, but more generally to non-normalizable and singular solutions as well. In [30], indeed, working in any \( D \geq 4 \) and in compact basis (i.e., slicing the \( \mathfrak{so}(2,D-1) \)-modules with respect to the compact \( \mathfrak{so}(2) \oplus \mathfrak{so}(D-1) \) subalgebra) elements corresponding to massless particle and anti-particle modes of any spin were explicitly constructed and shown to span respectively lowest- and highest-weight modules — with the additional benefit of recognizing, facilitated by the formalism, that such modules are in fact ideals in a wider, indecomposable module where non-normalizable solutions also appear\(^1\). Moreover, in [34, 38], it was shown that the singular \( D = 4 \) static higher-spin black hole solutions of [39, 31, 32] also can be mapped to fibre elements, but singular ones: delta functions and their derivatives (at least in Weyl-ordering). The latter, however, have good star-product properties, and can thus be considered elements of a well-defined star-product algebra. We shall comment more on this fact, discussing its possible interpretation as a smoothening of gravitational curvature singularities via their embedding into higher-spin gravity\(^2\).

\(^1\)Solutions appearing in the complement of (anti-)particle modules are referred to as wedge modes in this paper, and strictly speaking are non-normalizable only for \( D > 4 \), with \( D \) the dimension of the \( \text{AdS} \) bulk. However, even in \( D = 4 \) they do not fall off fast enough at the boundary as to lead to conservation of the Killing energy, see Section 4.1.

\(^2\)See also [37] for similar results on singularity-resolution mechanisms for fluctuations over a BTZ black-hole and
A similar study of linearized solution spaces via unfolding in *conformal basis* (i.e., slicing the \(so(2,3)\)-modules according to a non-compact \(so(1,1) \oplus so(1,2)\) subalgebra) is then initiated. In this basis, the regular\(^3\) and normalizable solutions are bulk-to-boundary propagators, with corresponding fibre element also studied in [41, 42]. Together with their descendants, they form lowest-weight modules that (in minkowskian signature) can be thought of as resulting from a “Wick rotation” of those of particles. Whereas the latter are representations bounded from below in energy, the bulk-to-boundary propagator module is bounded from below in the eigenvalue of the operator that extracts, in the adapted Poincaré coordinates, the (classical) scaling dimension. Correspondingly, the anti-particle module is rotated into bulk-to-boundary propagators in inverted variables \((z', \mathbf{x}') = \left(\frac{z}{z^2 + x^2}, \frac{x}{z^2 + x^2}\right)\). Finally, we also build, via the fibre/spacetime duality, the counterpart of static black-hole solutions: a tower of singular solutions with vanishing scaling dimension of the form \(z^s \phi_{m_1...m_s}(\mathbf{x})\), where \(\phi_{m_1...m_s}(\mathbf{x})\) are solutions to the boundary wave equation that are singular on the light-cone, related to boundary Green’s functions\(^4\). We defer a more systematic and detailed study of these solution branches to future work.

This paper is organized as follows. In Section 2 we collect the basic material on Vasiliev’s four-dimensional bosonic equations. Section 3 contains a short review of general features of their perturbative expansion around \(AdS_4\), and then reviews the scheme recently proposed in [38]. In Section 4 we study the linearized solution space of the twisted-adjoint equation, emphasizing their fibre/spacetime dual descriptions. To this purpose, we start by reviewing in some detail the classification of solutions of the Klein-Gordon equation at the spacetime level and then present some of their fibre counterparts, in order to compare the characterization of different sectors in the two pictures. This is done both in compact and conformal basis. We finally unfold the fibre representatives in spacetime by virtue of vacuum gauge functions adapted to spherical and Poincaré coordinates, in order to recover explicitly the spacetime solutions treated before.

2. VASILIEV’S FOUR-DIMENSIONAL BOSONIC EQUATIONS

2.1 CORRESPONDENCE SPACE

Vasiliev’s higher spin gravity is formulated in terms of a finite set of master fields living on a total bundle space \(\mathcal{C}\), locally equivalent to

\[
\mathcal{C} \cong \mathcal{B}_8 \times \mathcal{Y}_4 \cong \mathcal{X}_4 \times \mathcal{Z}_4 \times \mathcal{Y}_4,
\]

where the base manifold \(\mathcal{B}_8\) is an extension of the spacetime manifold \(\mathcal{X}_4\) via the non-commutative manifold \(\mathcal{Z}_4\), while \(\mathcal{Y}_4\) plays the role of a fibre. \(\mathcal{C}\) is referred to as *correspondence space*, as reductions from the total space to either \(\mathcal{X}_4 \times \mathcal{Y}_4\) or \(\mathcal{Z}_4 \times \mathcal{Y}_4\) yield dual formulations of the full dynamics. The master fields are horizontal forms belonging to the differential associative algebra for degenerate metrics via the unfolded formalism.

\(^3\)This is strictly true in euclidean \(AdS\), not in minkowskian signature (and without a specific prescription to avoid poles). Bulk-to-boundary propagators and their descendants are however referred to as “regular” here only in the sense that, as we shall see, their fibre representatives are.

\(^4\)For these solutions, as well as for the bulk-to-boundary propagators, in this paper we do not consider the appropriate \(i\varepsilon\) prescription that would enable a precise association with a specific boundary Green’s function in minkowskian signature.
$\Omega(\mathcal{E})$ of differential forms on $\mathcal{E}$, which is equipped with a differential $d_\mathcal{E}: \Omega(\mathcal{E}) \to \Omega(\mathcal{E})$ and a compatible associative binary composition rule $(\cdot) \star (\cdot): \Omega(\mathcal{E}) \otimes \Omega(\mathcal{E}) \to \Omega(\mathcal{E})$, that are (finite) deformations of the de Rham differential and the wedge product, respectively, such that if $f, g, h \in \Omega(\mathcal{E})$ then

$$d_\mathcal{E}^2 f = 0, \quad d_\mathcal{E}^2 (f \star g) = (d_\mathcal{E} f) \star g + (-1)^{\text{deg}(f)} f \star (d_\mathcal{E}^2 g), \quad (2.2)$$

$$f \star (g \star h) = (f \star g) \star h. \quad (2.3)$$

These operations are in addition assumed to be compatible with an hermitian conjugation operation $\dagger$, viz.

$$(f \star g)^\dagger = (-1)^{\text{deg}(f)\text{deg}(g)} (g)^\dagger \star (f)^\dagger, \quad (d_\mathcal{E} f)^\dagger = d_\mathcal{E} ((f)^\dagger), \quad ((f)^\dagger)^\dagger = f, \quad (2.4)$$

for all $f, g \in \Omega(\mathcal{E})$.

We coordinatize $\mathcal{E}$ using local coordinates $(x^\mu; Z^\alpha; Y^\dot{\alpha}) \; (\alpha = (\alpha, \dot{\alpha}); \; \alpha, \dot{\alpha} = 1, 2)^5,$

$$(Y^\alpha, Z^\dot{\alpha}) = (y^\alpha, y^{\dot{\alpha}}, \zeta^\alpha, -\zeta^{\dot{\alpha}}), \quad (2.5)$$

with reality properties $x^\mu)^\dagger = x^\mu, \quad (y^\alpha)^\dagger = y^{\dot{\alpha}}, \quad (z^\alpha)^\dagger = \zeta^{\dot{\alpha}}, \quad \text{and canonical commutation rules}$

$$[Y^\alpha, Y^\beta]^\star_\mathcal{E} = 2i C_{\alpha\beta}^\mathcal{E}, \quad [Z^\alpha, Z^\beta]^\star_\mathcal{E} = -2i C_{\alpha\beta}^\mathcal{E}, \quad [Y^\alpha, Z^\beta]^\star_\mathcal{E} = 0, \quad (2.6)$$

where $C_{\alpha\beta}^\mathcal{E}$ is the $\text{Sp}(4)$-invariant tensor. We shall also refer to $\mathcal{X}_4 \times \mathcal{Y}_4$ as the twistor space $\mathcal{T}$. The local representatives of horizontal forms and the differential acting on them are then given, respectively, by

$$f|_{\text{hor}} \overset{\text{loc}}{=} f|_{dY^2 = 0} = f(z, Z, dx, dZ; Y), \quad (2.7)$$

$$\hat{d} := d_\mathcal{E}|_{\text{hor}} \overset{\text{loc}}{=} d_\mathcal{E}|_{dY^2 = 0} = d + q := dx^\mu \partial_\mu + dZ^\alpha \partial_\alpha^{(Z)}. \quad (2.8)$$

The master fields can thus be represented as sets of locally defined forms on $\mathcal{X}_4 \times \mathcal{Y}_4$ valued in oscillator algebras $\mathcal{A}(\mathcal{Y}_4)$ generated by the fibre coordinates.

As studied in [31, 32, 36, 37, 38, 39] and as we shall review in this paper, master fields subject to specific boundary conditions belong to oscillator algebras that are larger than the class of polynomials in $Y$ and $Z$, and in general contain distributions as well as regular non-polynomial functions. The star product on such an extended class of symbols can be realized as a twisted convolution formula,

$$(f \star g)(Y, Z) = \int_{\mathbb{R}^8} d^4U d^4V \left( \frac{e^{iUV/2}}{(2\pi)^4} \right) f(Y + U, Z + U) g(Y + V, Z - V), \quad (2.9)$$

where $f, g \in \Omega(0)(\mathcal{Y}_4 \times \mathcal{X}_4)$, and the integration domain is

$$\mathbb{R}^8 = \left\{ (u_\alpha, \bar{u}_\dot{\alpha}; v_\alpha, \bar{v}_\dot{\alpha}) : (u_\alpha)^\dagger = u_\alpha, \quad (\bar{u}_\dot{\alpha})^\dagger = \bar{u}_\dot{\alpha}, \quad (v_\alpha)^\dagger = v_\alpha, \quad (\bar{v}_\dot{\alpha})^\dagger = \bar{v}_\dot{\alpha} \right\}, \quad (2.10)$$

that is, all auxiliary variables are integrated over the real line. The relevant oscillator algebras can be given in various bases and functional presentations. The star product formula (2.9) provides the

5Our spinor conventions are collected in Appendix A.
representation of an operator algebra in terms of symbols given in \textit{normal order} with respect to the creation (+) and annihilation (−) operators
\begin{equation}
\begin{align*}
a_+^\alpha & := \frac{1}{2i} (y_\alpha - z_\alpha) , \\
a_-^\alpha & := \frac{1}{2} (y_\alpha + z_\alpha) ,
\end{align*}
\end{equation}

since \( f(Y - Z) \ast g(Y + Z) = f(Y - Z) g(Y + Z) \). The normal order reduces to Weyl order for elements that are independent of either \( Y \) or \( Z \). Moreover, as \( Y \) and \( Z \) commute, the normal-ordered star product of symbols \( f(Y,Z) = f_1(Y) \ast f_2(Z) \) that admit factorization with respect to \( Y \) and \( Z \) corresponds to (total) \textit{Weyl order}. In other words, keeping the \( Y \) and \( Z \) dependence always factorized is equivalent to working in a basis where contractions between \( Y \) and \( Z \) vanish, and the symbol of \( f(Y,Z) = f_1(Y) + f_2(Z) \) defined using Weyl order is \( f_1(Y) f_2(Z) \).

\section{2.2 Master fields}

Vasiliev’s equations are formulated in terms of :

1. an \textit{adjoint} master one-form connection \( A \) on \( \mathcal{C} \), with curvature
\begin{equation}
F := \hat{d} A + A \ast A ,
\end{equation}
and obeying the Bianchi identity
\begin{equation}
\check{D} F := \hat{d} F + [A, F]_\pi \equiv 0 ;
\end{equation}

2. a \textit{twisted-adjoint} \cite{13, 14, 16} zero-form master field \( \Phi \), also referred to a \textit{Weyl zero-form}, with covariant derivative
\begin{equation}
\check{D} \Phi := \hat{d} \Phi + [A, \Phi]_\pi ,
\end{equation}

obeying the Bianchi identity
\begin{equation}
\check{D}^2 \Phi \equiv [F, \Phi]_\pi ,
\end{equation}

where
\begin{equation}
[f, g]_\pi := f \ast g - (-1)^{\deg f \deg g} g \ast f, \quad f, g \in \Omega(\mathcal{C}) ,
\end{equation}
with \( \pi \) and \( \bar{\pi} \) involutive automorphisms of the star product algebra defined by \( d \pi = \pi d \), \( d \bar{\pi} = \bar{\pi} d \) and
\begin{equation}
\begin{align*}
\pi(x^\mu; y^\alpha; z^\alpha) & = (x^\mu; y^\alpha; -z^\alpha) , \\
\pi(x^\mu; y^\alpha; z^\alpha) & = (x^\mu; y^\alpha; z^\alpha) , \quad \pi(f \ast g) = \pi(f) \ast \pi(g) ,
\end{align*}
\end{equation}

3. a non-dynamic two-form \( J \),
\begin{equation}
J = j + j := -i\frac{b}{4} dz^\alpha \wedge d\tilde{z} \kappa - i\frac{\bar{b}}{4} d\bar{z}^\alpha \wedge d\bar{z} \bar{\kappa} , \quad b = e^{i\theta} , \quad \bar{b} = e^{-i\theta}
\end{equation}

where \( \kappa \) and \( \bar{\kappa} \) are the inner Klein operators
\begin{equation}
\kappa := e^{ij^\alpha z^\alpha} , \quad \bar{\kappa} := \kappa^\dagger = e^{-ij^\alpha z^\alpha} , \quad \kappa \ast \kappa = \kappa \ast \kappa = 1 ,
\end{equation}
that make the \( \pi, \bar{\pi} \) automorphisms inner
\[
\pi(f_{[p,q],\bar{q}}) = (-1)^q \kappa \ast f_{[p,q],\bar{q}} \ast \kappa, \quad \bar{\pi}(f_{[p,q],\bar{q}}) = (-1)^q \bar{\kappa} \ast f_{[p,q],\bar{q}} \ast \bar{\kappa},
\]
(2.21)
for horizontal forms \( f_{[p,q],\bar{q}} \) of degree \( p \) on \( \mathcal{A}_4 \) and mixed holomorphic and anti-holomorphic degree \( q \) and \( \bar{q} \) on \( \mathcal{A}_4 \), respectively; and \( b, \bar{b} \) are phases that can be fixed by requiring parity invariance \([43]\). The two-form \( J \) is closed, \( dJ = 0 \), and twisted-central, \([J,f]_{\pi} = 0 \), for all \( f \in \Omega(\mathcal{C}) \).

The inner Klein operators can be factorized in inner Klein operators \( \kappa \) and \( \bar{\kappa} \) (idem their hermitian conjugates) that anticommute only with \( y \) and \( z \) variables \([39, 44]\), respectively,
\[
\kappa = \kappa_\gamma \ast \kappa_\zeta, \quad \kappa_\gamma := 2\pi \delta^2(y), \quad \kappa_\zeta := 2\pi \delta^2(z), \quad \kappa_\gamma \ast \kappa_\zeta = \kappa_\zeta \ast \kappa_\gamma = 1,
\]
(2.22)
hence one can write
\[
J = \kappa_\gamma \ast J_\gamma + \bar{\kappa}_\bar{\gamma} \ast J_{\bar{\gamma}}, \quad J_\gamma := -\frac{ib}{4} dz^\alpha \wedge dz_\alpha \kappa_\gamma, \quad J_{\bar{\gamma}} := -\frac{ib}{4} dz_\alpha \wedge dz^\alpha \bar{\kappa}_{\bar{\gamma}}.
\]
(2.24)
The star product of a function on \( \mathcal{B}_4 \) with \( \kappa_\gamma \) amounts to a Fourier transform on the holomorphic variables \([39]\),
\[
f(y,\bar{y}) \ast \kappa_\gamma = \int \frac{d^2\xi}{2\pi} e^{-i\xi\gamma a} f(\xi,\bar{\xi}),
\]
(2.25)
and similarly \( \bar{\kappa}_{\bar{\gamma}} \) for \( \bar{y} \), as well as \( \kappa_\zeta, \bar{\kappa}_{\bar{\zeta}} \) on functions that depend on \( Z \). It is important to observe that while the normal-ordering symbol for \( \kappa, \bar{\kappa} \) (2.20) is a regular function of the oscillators, the one for each separate factor (2.22) – or, equivalently, the (total) Weyl-ordered symbol \((\kappa)_{\text{Weyl}} = (2\pi)^2 \delta^2(y) \delta^2(z)\) – are delta functions\(^6\). As a consequence, one can expect that solving the equations in Weyl ordering leads to admitting distributions (and their derivatives) in the oscillator algebra, which one must be able to deal with. We shall see that this is indeed the case in Section 3.2.

The master fields obey the reality conditions
\[
(\Phi, A)^\dagger = (\pi(\Phi), -A),
\]
(2.26)
and the truncation to bosonic fields is implemented via the condition
\[
\pi \bar{\pi}(\Phi, A) = (\Phi, A),
\]
(2.27)
together leading to real Fronsdal fields with integer rank, each occurring once. A further truncation to the minimal bosonic model is possible, in which the odd-spin Fronsdal fields are removed by the stronger projection
\[
\tau(\Phi, A, J, \bar{J}) = (\pi(\Phi), -A, -J, -\bar{J}),
\]
(2.28)
where \( \tau \) is the graded anti-automorphism defined by \( d \tau = \tau d \) and
\[
\tau(x^\mu; Y^d; Z^d) = (x^\mu; iY^d; -iZ^d), \quad \tau(f \ast g) = (-1)^{fg} \tau(g) \ast \tau(f);
\]
(2.29)
from \( \tau^2 = \pi \bar{\pi} \) it follows that (2.28) implies (2.27).

\(^6\)The delta functions are assumed to be real-analytic (in the sense that they preserve real-analyticity of the test function), i.e. \( \delta^2(M\gamma) = (\det M)^{-1} \delta^2(y) \) where \( (M\gamma)^\alpha \equiv M^{\alpha\beta} \gamma_\beta \), idem \( \delta^2(z) \) \([31, 38]\).
2.3 Field Equations

Vasiliev’s equations are given by

\[ F + \Phi \star J = 0, \quad \hat{D} \Phi = 0, \]  

(2.30)

The equations are Cartan-integrable, and hence admit the following on-shell gauge transformations:

\[ \delta_\varepsilon \Phi = - [\varepsilon, \Phi], \quad \delta_\varepsilon A = \hat{d} \varepsilon + [A, \varepsilon], \]  

\[ \delta_\varepsilon J = 0, \]  

(2.31)

where the local parameters obey the same kinematic conditions as \( A \), and the two-form is treated as a background in the sense that \( \delta_\varepsilon J = 0 \).

In order to make contact with the free Fronsdal equations on \( AdS_4 \) as well as to construct exact solutions, it is useful to decompose

\[ A = U + V, \]  

(2.32)

where \( U \) and \( V \) are respectively a spacetime and \( Z \)-space one-form connection,

\[ U := dx^\mu U_\mu(x; Z, Y), \]  

\[ V := dZ^\alpha V_\alpha(x; Z, Y) = d\bar{\psi}^\alpha \psi \bar{\alpha} + d\bar{\psi}^\alpha \psi \bar{\alpha}, \]  

(2.33)

(2.34)

Letting \( d = dx^\mu \partial_\mu \) and \( q = dZ^\alpha \partial_\alpha \), the master field equations can be rewritten as

\[ dU + U \star U = 0, \]  

\[ d\Phi + [U, \Phi] = 0, \]  

\[ qU + dV + [U, V] = 0, \]  

\[ q\Phi + [V, \Phi] = 0, \]  

\[ qV + V \star V + \Phi \star J = 0. \]  

(2.35)

(2.36)

(2.37)

(2.38)

(2.39)

The gauge transformations now read

\[ \delta_\varepsilon \Phi = - [\varepsilon, \Phi], \quad \delta_\varepsilon V = q \varepsilon + [V, \varepsilon], \quad \delta_\varepsilon U = d \varepsilon + [U, \varepsilon]. \]  

(2.40)

3. Perturbative Schemes, Homotopy Contractions and Boundary Conditions

3.1 \( AdS_4 \) Vacuum Solution and Gauge Functions

The simplest vacuum solution of the equations gives the four-dimensional Anti-de Sitter spacetime, which is obtained as

\[ \Phi = \Phi^{(0)} = 0, \]  

\[ V = V^{(0)} = 0, \]  

\[ U = U^{(0)} = \Omega = \frac{1}{4i} \left( \omega^{\alpha \bar{\beta}} \gamma_\alpha \gamma_\beta + \bar{\omega}^{\alpha \bar{\beta}} \bar{\gamma}_\alpha \bar{\gamma}_\beta + 2 e^{\alpha \bar{\beta}} \gamma_\alpha \bar{\gamma}_\beta \right). \]  

(3.1)

(3.2)

(3.3)
and can be written in terms of a gauge function

$$\Omega = L^{-1} \star dL, \quad L : U_8 \rightarrow SO(2, 3), \quad qL = 0,$$

(3.4)

where $U_8$ is a chart in $\mathcal{D}_4 \times \mathcal{D}_4$. Different choices of coordinate systems and charts correspond to different, adapted gauge functions. In this paper (see Appendix A for our conventions and more details on the coordinate systems), we shall consider:

- Stereographic coordinates $x^a, a = 0, 1, 2, 3$, in which the metric is given on manifestly Lorentz covariant form as (setting the $AdS$ radius to 1)

$$ds^2 = \frac{4dx^2}{1-x^2}, \quad x^a \in \mathbb{R}^4, \quad x^2 \neq 1,$$

(3.5)

where $x^2 := g^{ab}x_a x_b$ and $dx^2 := dx^a dx^b \eta_{ab}$. The corresponding gauge function is $[45, 46]$

$$L_{\text{spher}} = \exp_*(4i\xi (x^2)x^a P_a) = \frac{2h}{1+h} \exp \frac{4ix^a P_a}{1+h},$$

(3.6)

where $\xi (x^2) := \text{arctanh} \left(\frac{\sqrt{1-\eta^2}}{1-\eta^2} \right)$, $h := \sqrt{1-x^2}$ and $P_a$ are $AdS_4$ transvections. The spacetime point at which the gauge function becomes trivial, which we shall refer to as the unfolding point, is $x^a = 0$ for $L_{\text{spher}}$

- Global spherical coordinates $(t, r, \theta, \phi), t \in [0, 2\pi), r \in [0, \infty), \theta \in [0, \pi]$ and $\phi \in [0, 2\pi)$, in which the $AdS_4$ metric is

$$ds^2 = -(1+r^2)dt^2 + \frac{dr^2}{1+r^2} + r^2 d\Omega_3^2,$$

(3.7)

and is obtained from the gauge function $[37]$

$$L_{\text{spherical}} = \exp_*(-iEt) \star \exp_*(i\text{arcsinh}(r) n^k P_k),$$

(3.8)

where $k = 1, 2, 3, n^k n_k = 1$ and $E \equiv P_0$ is the energy generator. Evidently the spacetime origin is the unfolding point, as $L_{\text{spherical}}(t = 0) = 1$.

- Poincaré coordinates $(x^m, z), m = 0, 1, 2$, where $x^m \in \mathbb{R}^3$ are coordinates on the three-dimensional flat Minkowski boundary and $z \in (0, \infty)$, in which the metric is

$$ds^2 = \frac{dx^m dx_m + dz^2}{z^2},$$

(3.9)

and is obtained from

$$L_{\text{Poincaré}} = \exp(i x^m T_m) \star \exp_* \left(\frac{i}{4} \log(z) P\right),$$

(3.10)

(see also $[41, 42, 47]$), where $P$ is a spatial $AdS_4$ transvection and $T_m$ are the (commuting) boundary translations (see Appendix A for their realization in terms of the $so(2, 3)$ generators). The unfolding point for $L_{\text{Poincaré}}$ is at $z = 1, x^m = 0$.

$^7 \exp_* A$ denotes the star-power expansion $\exp_* A = 1 + A + \frac{1}{2} A \star A + \ldots$. 
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The Cartan gauge transformations with rigid group elements \( \epsilon^{(0)} \) that preserve the vacuum obey
\[
D^{(0)} \epsilon^{(0)} = 0, \quad q \epsilon^{(0)} = 0, \tag{3.11}
\]
that is,
\[
\epsilon^{(0)} = L^{-1} \ast \epsilon^{(0)} \ast L, \quad d \epsilon^{(0)} = 0 = q \epsilon^{(0)}, \tag{3.12}
\]
correspond to Killing symmetries (indeed Eq. (3.11) contains, in the bilinears in \( Y \), the Killing equation and its consistency condition [49]). \( \epsilon'(Y) \) belongs to the bosonic higher spin algebra \( \mathfrak{hs}(2,3) \) or its minimal bosonic subalgebra \( \mathfrak{hs}_0(2,3) \) [50, 51, 52]. The action of \( L \) on functions of \( Y \) amounts to a rotation of the oscillators,
\[
f^L(Y) := L^{-1}(x,Y) \ast f(Y) \ast L(x,Y) = f(Y^L), \quad Y^L_{\alpha} := L^{-1} \ast Y_{\alpha} \ast L = L_{\alpha}^{\beta} Y_{\beta}, \tag{3.13}
\]
with the matrix representation \( L_{\alpha\beta}(x) \) of \( L \) given by, e.g., (A.38) in stereographic coordinates. As a consequence of (3.13), taking \( \epsilon^{(0)} \) to be an \( \mathfrak{so}(2,3) \) isometry generator \( M_{AB} = -\frac{1}{8} Y^a (\Gamma_{AB})_{\alpha\beta} Y_{\beta} \).
\( L \)-rotation gives
\[
M_{AB}^L = -\frac{1}{8} Y^a (\Gamma_{AB})_{\alpha\beta} Y_{\beta}, \quad (\Gamma_{AB})_{\alpha\beta} = -(L^T \Gamma_{AB} L)_{\alpha\beta}, \tag{3.14}
\]
where, exhibiting the \( 2 \times 2 \)-blocks,
\[
(\Gamma_{AB})_{\alpha\beta} = \begin{pmatrix}
\gamma_{AB}^{L} & \xi_{AB}^{L} \\
\xi_{AB}^{L} & \gamma_{AB}^{L}
\end{pmatrix}_{\alpha\beta}. \tag{3.15}
\]
The off-diagonal blocks are components of the Killing vector \( \vec{v}_{\alpha}^L \), and the diagonal ones are the (anti-)selfdual components of the corresponding Killing two-form. For instance, \( L \)-rotating \( \Gamma_{00} \) via \( L_{\text{stereo}} \), one obtains
\[
\vec{v}_{00}^L = (\vec{v}_{00})^\mu \frac{\partial}{\partial x^\mu} = \frac{1}{2} \left[ (1 + x_0^2 + x_k x_k) \frac{\partial}{\partial x^0} - 2 x_0 x^k \frac{\partial}{\partial x^k} \right], \tag{3.16}
\]
or, in spherical coordinates via \( L_{\text{spherical}} \),
\[
\vec{v}_{00}^L = \frac{\partial}{\partial t}. \tag{3.17}
\]
Similarly, in Poincaré coordinates (see (A.40)-(A.41))
\[
\vec{v}_{03}^L = -z \frac{\partial}{\partial z} - x^m \frac{\partial}{\partial x^m}. \tag{3.18}
\]

3.2 Perturbative expansion around \( \text{AdS}_4 \)

Expansion in curvatures and homotopy contractions. The \( \mathcal{Z}_4 \)-space components of the master-field equations (2.35)-(2.39) can be integrated iteratively in an expansion in curvatures [13, 14, 16, 53], with initial data
\[
\Phi|_{Z=0} = C(x,Y), \quad U|_{Z=0} = W(x,Y), \tag{3.19}
\]
i.e.,

\begin{align}
q \Phi + [V, \Phi]_\pi &= 0 \quad \longrightarrow \quad \Phi = C(x, Y) + q^*(\{V, \Phi\}_\pi), \quad (3.20) \\
q V + V \ast V + \Phi \ast J &= 0 \quad \longrightarrow \quad V = q \varepsilon + q^*(-V \ast V - \Phi \ast J), \quad (3.21) \\
q U + dV + [U, V]_* &= 0 \quad \longrightarrow \quad U = \mathcal{W}(x, Y) + q^*(-[U, V]_* - dV), \quad (3.22)
\end{align}

where \( \varepsilon = \varepsilon(x, Z, Y) \) is a gauge parameter and \( q^* \) is a resolution operator, a formal inverse of \( q \) giving rise to a particular solution. \( \Phi \) and \( V \) are assumed to be of at least first order in the curvatures contained in \( C \), while the zeroth order term in \( U \) corresponds to the background AdS connection (3.3)-(3.4),

\begin{align}
\Phi &= \sum_{n \geq 1} \Phi^{(n)}; \quad \Phi^{(1)} = C^{(1)}(x, Y) \\
V &= \sum_{n \geq 1} V^{(n)} \\
U &= \sum_{n \geq 0} U^{(n)}, \quad U^{(0)} = \Omega = L^{-1} \ast dL.
\end{align}

Note that there are in principle initial data \( C^{(n)}(x, Y) \) emerging at every perturbative step, as solutions to the homogenous equation at order \( n \).

At every perturbative order, the Z-space equations have the typical form \( qf = g \), with \( f \) a form field, and their general solution can thus be written as

\begin{equation}
f = q^* f + gh + c, \quad (3.23)
\end{equation}

where \( h \) is a gauge function (or form), \( c \) is an element of the \( q \)-cohomology\(^8\) \( H(q) \subset \Omega(\mathcal{A}) \) valued in \( \Omega(\mathcal{A}) \otimes \mathcal{A} (\mathcal{A}) \), that is, \( c = \mathcal{P} f \), \( \mathcal{P} : \Omega(\mathcal{A}) \rightarrow H(q) \), \( \mathcal{P}^2 = \mathcal{P} \), and \( q^* \) is some homotopy-contraction operator that gives a resolution of the identity \([54]\)

\begin{equation}
q q^* + q^* q = 1 - \mathcal{P}. \quad (3.24)
\end{equation}

The initial data (3.19), encoding the local degrees of freedom of the system, are in fact such \( q \)-cohomology projections onto \( H_0(q) \). A particular form of \( q^* \) can be obtained by contracting along the Euler vector field \( \vec{E} := Z^a \partial_a^Z \) shifted by a vector \( \vec{V} \),

\begin{equation}
q^{(E+V)} g = t \vec{E} + \psi \int_0^1 \frac{dt}{t} g(x, tZ + (t - 1)\mathcal{V}; dx, tdZ; Y), \quad (3.25)
\end{equation}

where, as usual, \( t \vec{E} + \psi := (Z^a + V_a) \partial^Z \partial_a^Z \) and \( V_a \) is \( Z \)-independent. Solutions obtained via two different contracting homotopies differ by gauge choices and field redefinitions \([20, 22]\). Given a decomposition using a specific choice \( (q^{(A)} + \partial (A)) \), we shall refer to the projection

\begin{equation}
f^{(A)} := q^{(A)} g + c^{(A)} \equiv \left( q^{(A)} + \partial (A) \right) f, \quad (3.26)
\end{equation}

of \( f \) obtained by setting \( h^{(A)} \) to zero, as the twistor space A-gauge. Note that two such gauges may be physically inequivalent, as the gauge function may carry physical degrees of freedom (arising via boundaries or other topological defects) \([38]\).

\(^8\) Actually \( H_0(q) \) is the only cohomology that is relevant for the (duality unextended) Vasiliev system, see \([38]\) and references therein.
**Linearized analysis.** Armed with these notions, let us look more in detail at the linearization of the system (2.35)-(2.39) around the $AdS_4$ vacuum:

\[ q\Phi^{(1)} = 0, \]  
\[ D^{(0)}_{tw} \Phi^{(1)} = 0, \]  
\[ qV^{(1)} + \Phi^{(1)} \ast J = 0, \]  
\[ qU^{(1)} + D^{(0)}_{ad} V^{(1)} = 0, \]  
\[ D^{(0)}_{ad} U^{(1)} = 0, \]  

where the adjoint and twisted-adjoint background covariant derivatives of a master field $f = f(x, Z, dx, dZ; Y)$ are defined by

\[ D^{(0)}_{ad} f = L^{-1} \ast d\left( L \ast f \ast L^{-1} \right) \ast L = df + \left[ U^{(0)}, f \right]_\pi, \]  
\[ D^{(0)}_{tw} f = L^{-1} \ast d\left( L \ast f \ast \pi(L) \right) \ast \pi(L) = df + \left[ U^{(0)}, f \right]_\pi, \]

respectively. It follows that

\[ D^{(0)}_{ad} = d + \Omega^{a\beta} Y_{\alpha} \partial_{\beta}^{(Y)} - i\Omega^{a\beta} \partial_{\alpha}^{(Y)} \partial_{\beta}^{(Z)}, \]  
\[ D^{(0)}_{tw} = d + \omega^{a\beta} Y_{\alpha} \partial_{\beta}^{Y} - i\omega^{a\beta} \partial_{\alpha}^{Y} \partial_{\beta}^{Z}, \]

\[ \begin{align*}  
&- \frac{i}{2} e^{a\beta} Y_{\alpha} \partial_{\beta}^{Y} - \frac{i}{2} e^{a\beta} Y_{\alpha} \partial_{\beta}^{Y} \partial_{\beta}^{Y} + \frac{i}{2} e^{a\beta} \partial_{\alpha}^{Y} \partial_{\beta}^{Y} \partial_{\beta}^{Z}. \end{align*} \]

From Eq. (3.27), it follows that $\Phi^{(1)}$ is purely given by its cohomological part, that is,

\[ \Phi^{(1)} = \mathcal{R} \Phi^{(1)} \equiv C^{(1)}(x, Y), \]

independently of the choice of $\mathcal{R}$. Decomposing $V^{(1)}$ and $U^{(1)}$, respectively, using $(q^{(A)*}, \mathcal{R}^{(A)})$ and $(q^{(B)*}, \mathcal{R}^{(B)})$, it follows from Eqs. (3.29) and (3.30) that

\[ V^{(1)} = -q^{(A)*} (\Phi^{(1)} \ast J) + qh^{(1,A)}, \]  
\[ U^{(1)} = q^{(B)*} D^{(0)}_{ad} \left( q^{(A)*} (\Phi^{(1)} \ast J) - qh^{(1,A)} \right) + W^{(1,A,B)}, \]

where the cohomological part

\[ W^{(1,B)} = \mathcal{R}^{(B)} U^{(1)}, \]

is a one-form field on $\mathcal{D}_4$ that does not depend on the $Z$ variables. Thus, in the $A$-gauge,

\[ V^{(1,A)} = -q^{(A)*} (\Phi^{(1)} \ast J), \]  
\[ U^{(1,A)} = q^{(B)*} D^{(0)}_{ad} q^{(A)*} (\Phi^{(1)} \ast J) + W^{(1,A,B)}; \]

as the notation indicates, the choice of $(q^{(B)*}, \mathcal{R}^{(B)})$ affects $W^{(1,A,B)}$ but not $U^{(1,A)}$.

The remaining linearized field equations, that is, Eqs. (3.28) and (3.31), now read

\[ D^{(0)}_{ad} W^{(1,A,B)} = - (D^{(0)}_{ad} q^{(B)*}) (D^{(0)}_{ad} q^{(A)*}) (\Phi^{(1)} \ast J), \]  
\[ D^{(0)}_{tw} \Phi^{(1)} = 0, \]  
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which constitute a free differential algebra on $\mathcal{D}_4$.

The simplest choice $V^2 = 0$ — that is, $q^{(A)s} = q^{(B)s} = q^{(E)s}$ — was originally used for the linearized analysis of the equations [14, 16]. This corresponds to assuming a twistor gauge condition (in normal order)

$$\partial_\ell V^{(1,E)} := i_\ell V^{(1,E)} = Z^{\alpha \gamma} \Phi^{(1,E)} = 0.$$  \hspace{1cm} (3.44)

This procedure gives rise, from (3.42), to the condition

$$D^{(0)} W^{(1,E)} = -\frac{ib}{4} e^{\alpha \alpha} e^{\beta \beta} \partial_\alpha \partial_\beta \Phi^{(1)}(x;0,y) = \frac{ib}{4} e^{\alpha \alpha} e^{\beta \beta} \partial_\alpha \partial_\beta \Phi^{(1)}(x;0,0),$$  \hspace{1cm} (3.45)

which provides a cocycle $\Sigma(e,e;\Phi^{(1)})$ that glues the twisted-adjoint zero-form module to the adjoint one-form module in a manifestly Lorentz-covariant fashion. Equations (3.45) and (3.43) decompose under $Sp(4)$ into unfolded equations of motion for a set of Fronsdal fields of spins $s \in \{0,1,2,3,\ldots\}$ under the bosonic projection (2.27) ($s \in \{0,2,4,\ldots\}$ under the minimal bosonic projection (2.28)), a result known as Central On Mass Shell Theorem (COMST) [13, 16, 55]. The spin-$s$ Fronsdal fields are identified as the components

$$\phi_{\mu(s)} := e_{\mu_1} e_{\mu_2} \cdots e_{\mu_{s-1}}(\partial_{\alpha}^s)^{s-1}(\partial_{\alpha}^s)^{s-1} W^{(1)}_{\mu_1} \bigg|_{y=0}$$  \hspace{1cm} (3.46)

of the expansion of the generating function $W^{(1)}$ in monomials of all degrees in $Y$, while the remaining components of each spin-$s$ sector (degree $2(s-1)$ in $Y$) are auxiliary connections; and the gluing (3.45) identifies the components

$$C_{\alpha(2s)} := (\partial_{\alpha})^{2s} C^{(1)} \bigg|_{y=0}, \quad \bar{C}_{\alpha(2s)} := (\partial_{\bar{\alpha}})^{2s} C^{(1)} \bigg|_{y=0}$$  \hspace{1cm} (3.47)

of the twisted adjoint field $\Phi^{(1)} \equiv C^{(1)}$ as generalized spin-$s$ Weyl tensor, while the higher components $C_{\alpha(m)\alpha(n)}$ of each spin-$s$ sector $|m-n| = 2s$ are all their on-shell non-trivial derivatives (for more details see, e.g., [16, 18, 19]).

Note that, for this interpretation to make sense, it is important that the initial data $W^{(1)}$ and $C^{(1)}$ are real-analytic functions of $Y$ around $Y = 0$, at least in any spacetime region in which the interpretation of their physical content in terms of Fronsdal fields holds. In the standard perturbative analysis, in fact, this is a condition that is satisfied, since it is assumed that all master fields are formal polynomials in the oscillators everywhere on $\mathcal{D}_4$ and the total inner Klein operator is real-analytic on $\mathcal{T}$ in normal order, $\kappa = e^{iy_\mu x_\mu}$ and idem for $\bar{\kappa}$.

**Higher orders and shifted homotopy contractions.** Sticking to these assumption, it is possible in principle to proceed to higher orders and obtain a formal perturbative expansion in terms of self-interacting Fronsdal fields, locally Lorentz covariant and diffeomorphism invariant on $\mathcal{D}_4$. Solving the higher order $Z$-space equations and plugging back into the pure spacetime equations (2.35) and (2.36) gives rise to non-linear constraints of the form

$$dW = \gamma_2(W,C) := W \ast W + \gamma_2^{(1)}(W,W,C) + \gamma_2^{(2)}(W,W,C,C) + \ldots$$ \hspace{1cm} (3.48)

$$dC = \gamma_1(W,C) := [W,C]_\pi + \gamma_1^{(2)}(W,C,C) + \ldots,$$ \hspace{1cm} (3.49)

where $\gamma_p^{(n)}$ schematically denote $n$th-order interaction terms of form-degree $p$. However, the standard homotopy contraction $q^{(E)s}$ is known to lead to non-local interaction vertices [25, 27]. Thus,
certain shifted homotopies $q^{(E+V)^*}$ have been proposed and studied in [20, 21, 22, 23, 24] that give rise to interaction vertices exhibiting spin-locality, i.e. locality of the vertices in $Y$-space — which coincides with spacetime locality at the lowest order only, and may provide criteria to restrict the large freedom in gauge transformations and field redefinitions. In these modified resolution operators, the vector $Z^\alpha$ in $q^{(E)^*}$ is shifted with combination of $Y$-derivatives acting on the master fields entering a given vertex, plus an extra shift to include explicit differentiation over the $y$ variable $\beta \frac{\partial}{\partial y}$, with $-\infty < \beta < 1$. Certain type of vertices up to quartic order (at the level of the field equations) have been shown to be spin-local in the limit $\beta \to -\infty$ [23]. It will be interesting to see what can be said about other vertices, such as those of type $\gamma_4^0(W,C,C)$, suspected to be problematic from other types of analysis [26, 28], and whether such scheme can be extended to all orders. Besides, it would also be important to get a deeper understanding of the meaning of spin-locality from a more geometric perspective.

An alternative perturbative scheme. An alternative perturbative scheme was independently proposed in [38], based on ideas developed in a series of works [31, 32, 33, 34, 35, 36, 37] that had a different point of view, i.e., finding and systematizing a convenient method to build exact solution spaces. This scheme is articulated in two perturbative reconstructions:

1. first, it makes use of a specific decomposition $(q^*, \mathcal{P})$ to facilitate the perturbative analysis of a large solution space — in fact, enabling one to push the resolution to all orders under certain conditions, thereby obtaining full solutions in closed form;

2. then, it perturbatively reconstructs a gauge function that connects to a different decomposition $(q^{*}', \mathcal{P}')$ in which Fronsdal fields can be extracted at first order (glued to unmodified linearized Weyl curvatures by means of the COMST (3.45)). Beyond the first order, it was proposed that the gauge function can be determined by imposing boundary conditions at the level of master fields.

Step 1 consists of singling out a choice of homotopy contraction that greatly simplifies the perturbative analysis. The need for step 2 arises from the fact that in the frame determined by $(q^*, \mathcal{P})$ there is no cocycle gluing the spacetime one-form connection and the twisted-adjoint zero-form. In other words, there is no dualization of the local degrees of freedom, contained in $\Phi^{(1)}$, into $U^{(1)}$, the two modules remain disconnected and therefore it is possible to gauge away all fluctuations from the spacetime one-form. Step 2 thus amounts to a procedure to find a family of gauge functions that map the propagating degrees of freedom, encoded in the zero-form integration constants, to Fronsdal fields. More precisely, the gauge function provides the Chevalley-Eilenberg cocycle required by the COMST, that glues the on-shell curvatures of the Fronsdal fields, i.e. their Weyl tensors, to the corresponding components of the Weyl zero-form already built in step 1 (and which remain untouched by the transformation at first order). The gauge function is determined at first order by solving a condition which is a relaxed version of the gauge condition (3.44) used in the “standard” perturbative analysis. As proposed in [38], the remaining ambiguities can be fixed order by order by imposing asymptotically AdS (AAdS) boundary conditions on the solutions, which can in principle determine the choice $(q^{*}', \mathcal{P}')$ at higher orders while directly connecting it to the construction of a specific superselection sector (as well as to selecting a specific class of functions of the oscillators).
**Perturbative expansion in factorized gauge.** Step 1 exploits two features of the Vasiliev system:

a) First, the linearized equations (3.27) and (3.28) always imply that the first-order Weyl zero-form is $Z$-independent and $AdS$-covariantly constant, i.e.,

$$\Phi^{(1)} = \mathcal{P} \Phi^{(1)} = C^{(1)}(x,Y), \quad C^{(1)}(x,Y) = L^{-1} \ast C^{(1)}(Y) \ast \pi(L),$$

(3.50)

where $C^{(1)}(Y)$ is an $x$-independent fibre element, and $L$ is the $AdS_4$ gauge function (3.4) adapted to a chosen coordinate system. The last equation is the statement that the integration constants $C^{(1)}(Y)$ contain, as coefficients of their expansion in $Y$, all spacetime derivatives of the physical fields that are invariant under linearized higher-spin gauge transformations evaluated at the unfolding point. The gauge function $L$ then “spreads”, or “unfolds” this local datum on the spacetime chart where $L$ is defined [16, 17, 56]. In fact, due to the structure of the equations, any solution can (locally) be written by means of a gauge function, even at the fully nonlinear level — a solution method frequently referred to as gauge function method [31, 32, 35, 36, 46, 56, 57, 58]. The vacuum gauge function $L$ was also used in the same way, to locally gauge away the spacetime dependence, for the calculation of the holographic correlation function in [41]. At first order one can write the solutions to (3.27)-(3.31) in terms of the vacuum gauge function $L$ and a (linearized) gauge function $H^{(1)}$,

$$U^{(1)} = D_{ad}^{(0)} H^{(1)}, \quad \Phi^{(1)} = C^{(1)} = L^{-1} \ast C^{(1)} \ast \pi(L),$$

(3.51)

$$V^{(1)} = L^{-1} \ast V^{(1)} \ast L + q H^{(1)},$$

(3.52)

where $V^{(1)}$ is a particular solution to the pure twistor space conditions

$$q V^{(1)} + C^{(1)} \ast J = 0, \quad d V^{(1)} = 0.$$ 

(3.53)

Eq. (3.50) can equivalently be rewritten in terms of the adjoint element $\Psi$,

$$\Psi := \Phi \ast \kappa = L^{-1} \ast \Psi^{(1)} \ast L.$$  

(3.54)

The notion of integration constants, encoding the propagating degrees of freedom, can therefore equivalently be referred to $\Phi^{(1)} = C^{(1)}$ and to $\Psi^{(1)} := \Phi^{(1)} \ast \kappa$.

b) By virtue of the identity (2.22), the non-trivial source terms of the Vasiliev system featuring on the r.h.s. of (2.39), which trigger all the non-linear corrections, can be rewritten as

$$\Phi \ast \kappa = \Psi \ast \kappa, \quad \Phi \ast \bar{\kappa} = \Psi \ast \bar{\kappa},$$

(3.55)

where $\Psi := \Phi \ast \bar{\kappa}$. Therefore, taking into account the remark made in a), the $Z$-dependence of the source comes exclusively from $\kappa$ ($\bar{\kappa}$ in the anti-holomorphic sector). This suggests that, if we organize the perturbative expansion of all fields in terms of star-powers of $\Psi$ and keep the $Y$ and $Z$ dependence of all the master fields factorized, we can actually solve universally for the $Z$-dependence.
Indeed, $\Psi$ can be kept first-order exact, $\Psi = \Psi^{(1)}$, and inserting
\[ V = \sum_{n=1}^{\infty} V^{(n)} = \sum_{n=1}^{\infty} \left( (\Psi^{(1)})^{*n} \ast v_n(z) + (\bar{\Psi}^{(1)})^{*n} \ast \bar{v}_n(z) \right), \] (3.56)
into Eq. (2.39), which, in components and for the holomorphic sector (with the obvious notation $\partial_\alpha = \partial / \partial z^\alpha$), reads
\[ \partial_\beta (V_\beta) + V_\alpha \ast V_\beta = -i b \varepsilon_{\alpha \beta} \Psi^{(1)} \ast \kappa, \] (3.57)
the latter separates into the conditions for the $Z$-dependent coefficients in (3.56),
\[ \partial_\beta v_1 \beta = -i b \varepsilon_{\alpha \beta} \kappa, \quad n = 1, \] (3.58)
\[ \partial_\beta v_n \beta + \frac{1}{2} \sum_{p+q=n} [v_{p \alpha}, v_{q \beta}]_\ast = 0, \quad n \geq 2, \] (3.59)
which can be solved by the standard homotopy contraction. The first equation (3.58) essentially says that the curl of the first-order coefficient $v_{1 \alpha}$ is a delta function, i.e., admits a solution in terms of distributions in $z$. We shall soon recall how such distributions can be handled as star-product elements. The sourceless, higher-order equations (3.59) can be solved by known techniques, developed in [31, 46, 57, 59], see Appendix C in [38]. Note that we have chosen a holomorphic factorized gauge for $V$ (3.56), in which the $v$ ($\bar{v}$) coefficients are only dependent on $z$ ($\bar{z}$), see [34, 38] for details.

Recalling the observations at the end of Section 2.1 on the Weyl-ordering prescription, it is clear that this entire procedure of solving with factorized $Y$ and $Z$ dependence can equivalently be described [38] by solving the $Z$-space equations in Weyl ordering. More precisely, the above solution method with its gauge choices can be rephrased by using a shifted homotopy contraction: in fact, homotopy contracting in normal order along $\bar{E} + i \hat{\partial}_Y$ with $\hat{\partial}_Y := \partial_\alpha^\alpha \partial_\bar{z}^\bar{z}$,
\[ q^{(E + i \hat{\partial}_Y)} g = \left. t \bar{E} + i \hat{\partial}_Y \right|_{t=0} \int_{0}^{1} dt \int d^4Y' g(x, tZ + i(t - 1)\partial_Y; dx, tdZ; Y') \delta^4(Y - Y'), \] (3.60)
is equivalent to homotopy contracting in Weyl order using the standard homotopy $q^{(E)}$, viz.
\[ q^{(E + i \hat{\partial}_Y)} = \hat{t}^{-1} q^{(E)} \hat{t}, \] (3.61)
where
\[ \hat{t} f(Y, Z) := \int \frac{d^4Y' d^4Z'}{(2\pi)^4} \exp \left( -i (Y - Y')(Z - Z') \right) f(Y', Z'), \] (3.62)
maps symbols from normal to Weyl order (that is, if $f_N$ and $f_W$, respectively, are the Weyl and normal ordered symbol of an operator, then $f_W = \hat{t} f_N$).

The advantage of homotopy contracting in Weyl order is the factorization property
\[ q^{(E + i \hat{\partial}_Y)}(f(Y) \ast g(Z; dZ)) = f(Y) \ast q^{(E)} g(Z; dZ), \] (3.63)
which is what enables solving universally for the $Z$ dependence, as sketched above in more elementary terms, provided that $q^{(E)} f$ can be somehow regularized. It is interesting to note that $q^{(E + i \hat{\partial}_Y)}$
is equivalent to the case $\beta = 1$ of the shifted contracting homotopies studied in [23]$^9$. In terms of $q^{(E+i\delta)n}$, then, the solution to Eq.(3.29),

$$qV(1) = -\Psi(1) * j_z - \bar{\Psi}(1) * j_z,$$  

(3.64)

is given by

$$V(1) = -\Psi(1) * q^{(E)n} j_z - \bar{\Psi}(1) * q^{(E)n} j_z,$$  

(3.65)

where property (3.63) was used. Since $D^{(0)}_{ad}$ annihilates $\Psi(1)$ and $\bar{\Psi}(1)$, we can rewrite Eq.(3.30) as

$$qU(1) = \Psi(1) * dq^{(E)n} j_z + \bar{\Psi}(1) * dq^{(E)n} j_z,$$  

(3.66)

Assuming that $q^{(E)n} j_z$ and $q^{(E)n} j_z$ are $x$-independent (which is possible, see (3.72)), we then have

$$U(1) = W(1),$$  

(3.67)

which we can gauge-fix to zero by virtue of Eq.(3.31).

Fixing gauges and proceeding to higher orders, one can recursively prove that the solution

$$\Phi = \sum_{n=1}^{\infty} \Phi(n), \quad \Phi(n) = \delta_{n,1} (\Psi(1) * \kappa_{0} + \bar{\Psi}(1) * \bar{\kappa}_{0}),$$  

(3.68)

$$V = \sum_{n=1}^{\infty} V(n), \quad V(n) = (\Psi(1))^{*n} v_{n}(z) + (\bar{\Psi}(1))^{*n} \bar{v}_{n}(\bar{z}),$$  

(3.69)

$$U = \sum_{n=0}^{\infty} U(n), \quad U(n) = \delta_{n,0} \Omega,$$  

(3.70)

is actually a formal exact solution to the Vasiliev equations. Note that, with this choice of homotopy contraction and gauges, $\Phi$ (equivalently, $\Psi$) is first-order exact, $U$ remains uncorrected (up to pure gauge terms), identical to its vacuum value (3.3), and the $Z$-dependence is solved in a universal manner.

For (3.68)-(3.70) to be considered an actual solution, for a given initial datum $\Psi'(Y)$, we should be able to make sense of the resulting distributions in twistor space (of $q^{(E)n} j_z$, in particular) and the star products that build up the solutions, $(\Psi(1))^{*n}$ as well as $(\Psi(1))^{*n} v_{n}$ must be finite. Note that, in the standard perturbative scheme, this is not a problem because one assumes that all master fields are formal polynomials, $\kappa = e^{i\rho z_{\mu}}$ is regular in normal order, and one can prove [14, 59] that all functions obtained by solving in such perturbative scheme are also regular. In solving easily with $q^{(E+i\delta)n}$, instead, the resulting delta function source term induces a distributional behaviour of the $v_{n}(z)$. Moreover, as found in [30, 31, 32, 34, 36, 37, 39, 40, 41, 60], many interesting solutions to the free and/or fully non-linear equations are actually in correspondence, via unfolding, with

$^9$In fact, $\beta \rightarrow 1$ is the opposite limit of the $\beta \rightarrow -\infty$ one that was preferred there, as it guarantees spin-locality of the vertices examined in that work. In [23] it was also shown how all $\beta$-shifts in $q^{n}$, with $-\infty < \beta < 1$ can be related to reorderings, parameterized by $\beta$. The main reason why the $\beta = 1$ case was not used in [23] is precisely that, in Weyl ordering, the source term of the Vasiliev becomes a distribution, which leads to divergencies in the solution for $V$. As we shall recall later on in this work, however, in [38] said divergencies are interpreted as reconstructing distributions in twistor space, and the latter are handled, as elements of an enlarged star-product algebra, by means of a regularization scheme. Then, in performing Step 2. of our Fronsdal fields, as they are cohomologically trivial [38].
non-polynomial fibre elements that, in certain cases, may give rise to star-product divergencies. Both problems can actually be handled by means of regular presentations — i.e., typically, integral transforms of non-polynomial elements with gaussian kernels in Y and Z, ensuring finiteness and closure of the resulting star-product algebra.

More precisely, in this regular computational scheme (see [37] and [38] for details) the Z-dependent coefficients of the Weyl-ordered solution (3.69), starting with \( v_1 \) being a potential for a delta-function source, are represented via open-contour integrals similar to a Schwinger parametrization. Let us introduce a spin-frame \((u^\alpha_+, u^-_\alpha)\), that is, a holomorphic metric on \(\mathcal{D}_\alpha\), (analogously for their anti-holomorphic counterparts), to get a representation of the delta function in gaussian basis [31, 34, 38],

\[
\kappa_\epsilon = \lim_{\epsilon \rightarrow 0^+} \frac{1}{\epsilon} e^{\frac{1}{2} z^\epsilon \mathcal{D} z} = 2 \int_{-1}^{1} \frac{ds}{1 + s} \delta(1 + s) \exp \left( i \frac{1}{2} z^\epsilon s \mathcal{D} \right)
\]

where spinor products with omitted indices are meant in terms of matrix notation, with the NW-SE contraction rule (see Appendix A). We shall use this notation from now on, whenever unambiguous. Then, a parametric integral presentation of \( v_1(z) \) satisfying (3.58) is

\[
v_1^\alpha = -\frac{ib}{2} z^\alpha \int_{-1}^{1} \frac{dt}{(t + 1)^2} e^{-i \frac{1}{2} t} \mathcal{D} z = -\frac{ib}{4} z^\alpha \int_{0}^{\infty} d\tau e^{-i\tau w_\epsilon},
\]

that is

\[
v_1^\pm = -\frac{b}{4} z^\pm \left( 1 - \lim_{\epsilon \rightarrow 0} e^{-i \frac{1}{2} z^\pm \mathcal{D} z} \right),
\]

where \( w_\epsilon = \frac{1}{2} \mathcal{D} z = z^+ z^- \). One can show that, as expected, such integral is indeed a representation of the distribution \( \theta(z^\pm) \delta(z^\mp) \) [38]. The divergencies of the integrand at the boundary of the integration domain are therefore interpreted as encoding distributions. Integral presentation for all the \( v_n(z) \) can be obtained from this one [34, 36, 38], leading to the general solution for the Z-space connection

\[
V^\alpha = \sum_{k \geq 1} v_{n\alpha} \ast (\Psi^{(1)})^n = \int_{-1}^{1} \frac{dt}{(t + 1)^2} \mathcal{F}_{1\ast} \left( \frac{1}{2} z^\pm; b \log \tau^2 \Psi^{(1)} \right) \ast z^\alpha e^{i \frac{1}{2} \tau w_\epsilon}. \tag{3.75}
\]

Essential part of the regular computational scheme is, of course, the prescription that any operation involving oscillators — derivatives, star products, traces, homotopy integrals — be performed on the integrand, before evaluating the auxiliary integrals (see [38] for details). As for the basis elements on which to expand \( \Psi^{(1)}(Y) \), which define the fibre algebra \( \mathcal{A}(\mathcal{B}_4) \), their regular presentation will be recalled in Section 4.5.

Thus, this perturbative scheme is, so far, is entirely driven by the fibre elements \( \Psi^{(1)}(Y) \) (the gauge function \( L \) is the AdS\(_4\) vacuum one, and the Z-dependent coefficient are solved for universally), and it is important to stress that the requirement of finiteness of the star products in (3.69) puts non-trivial restrictions on the class of functions to which the elements of the fibre algebras \( \mathcal{A}(\mathcal{B}_4) \) can belong. While in this frame we are not directly able to extract Fronsdal fields,
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some gauge-invariant quantities of the Vasiliev system can be computed\(^{10}\) [35, 38, 46, 61, 62, 63], and requiring that they be finite gives more constraints on \(\mathcal{A}(\mathcal{H}_4)\) (including restrictions on the admissible regular presentations).

Finally, it is worth recalling that, for many interesting exact solutions (such as the higher-spin black holes [31, 32, 34, 39]), the solution given by (3.69) is regular on twistor space at generic spacetime points (only irregular at \(r = 0\) for spherically symmetric black holes, for example) in normal order (that is, after the star products are computed), even though the \(v_n(z)\) coefficients are singular.

**Fronsdal fields and AAdS boundary conditions.** Interpreting the solution found in Step 1 in terms of interacting Fronsdal fields requires a change of resolution frame \((q^*, \mathcal{P})\) which can be induced by a modification of the gauge function

\[
L \rightarrow G := L * \left(1 + \sum_{n=1}^{\infty} H^{(n)}\right),
\]

where \(H^{(1)}\) can be determined via imposing a gauge condition, and higher orders from imposing AAdS boundary conditions at the level of master fields.

Starting from a gauge \(A\) and transforming to \(G, \Phi\), encoding the propagating degrees of freedom, will remain untouched in the first order, while \(H^{(1)}\) will modify \(V\) and \(U\) as

\[
V^{(1,G)} = V^{(1,A)} + qH^{(1,A\rightarrow G)},
\]

\[
U^{(1,G)} = U^{(1,A)} + D_{ad}^{(0)} H^{(1,A\rightarrow G)}.
\]

The generating function of Fronsdal fields will be given by

\[
W^{(1,G,G)} \equiv \mathcal{P}(G) U^{(1,G)},
\]

with the cohomological projection

\[
\mathcal{P}(G) f := f |_{Z = 0},
\]

where \(Z\) is set to zero in normal order (prior to performing all auxiliary integrals). Clearly, it is required that \(W^{(1,G,G)}\) be real analytic on \(\mathcal{H}_4\) at \(Y = 0\).

Then, a gauge function that maps solutions \((\Phi^{(1,E+i\partial_Y)}, V^{(1,E+i\partial_Y)}, U^{(n,E+i\partial_Y)})\) found in the Weyl-ordered scheme to a different decomposition \((q^*G, \mathcal{P}G)\) in which the COMST holds — and in which, therefore, a non-trivial \(W^{(1)}\) is activated and connected to the propagating degrees of freedom in \(\Phi^{(1)}\) — can be obtained, in the first order, by solving a gauge condition that relaxes (3.44). In fact, it only sets to zero the interior product of \(V\) along \(\bar{E}\) up to terms of at least second order in \(Z\), schematically \(O(Z^2)\). More precisely, the gauge condition can be written as

\[
\mathcal{P}_G V^{(1,G)} := i_{\bar{E}} V^{(1,G)} - \bar{E} H^{(1,G)}_2 = 0,
\]

where \(H^{(1,G)}_2\) is an arbitrary symbol such that

\[
\mathcal{P}(G) D_{ad}^{(0)} H^{(1,G)}_2 = 0,
\]

\(^{10}\)See [58] and [38] for a definition of trace adapted to \(\mathcal{A}(\mathcal{H}_4)\).
which implies that \( H_2^{(1,G)} \) does not affect the definition of the gauge field generating function. Indeed, as shown in [38], this gauge can be reached starting from any gauge \( A \) in which \( V^{(1,A)} \) and \( U^{(1,A)} \) are real-analytic in \( Z \) at \( Z = 0 \) in normal order (which gives another condition on \( \mathcal{A}(\mathcal{Z}_4) \), that is satisfied by the solutions found in Step 1 for a set of elements \( \mathcal{W}(Y) \) that we shall examine later on). As (3.79) itself requires \( U^{(1,G)} \) to be analytic in \( Z \) at \( Z = 0 \), (3.82) implies that \( H_2^{(1,G)} \) is a \( O(Z^2) \) function.

\( H^{(1,A\rightarrow G)} \) can then be explicitly constructed by inserting (3.77) into (3.81) and solving, thereby obtaining

\[
H^{(1,A\rightarrow G)} = -\frac{1}{2\pi i} \int \mathcal{E} V^{(1,A)} + h^{(1,A\rightarrow G)} + H_2^{(1,A\rightarrow G)}
= -\int_0^1 \frac{dZ}{\mathcal{Z}} V^{(1,A)}(x,tZ,Y) + h^{(1,A\rightarrow G)} + H_2^{(1,A\rightarrow G)},
\]

(3.83)

where \( H_2^{(1,A\rightarrow G)} \) is a function satisfying Eq. (3.82) and where \( h^{(1,A\rightarrow G)} \in \text{Ker}(\mathcal{O}_G) \), i.e., due to the analyticity requirements on \( \mathcal{Z}_4 \), is an arbitrary \( Z \)-independent function,

\[
qh^{(1,A\rightarrow G)} = 0.
\]

(3.84)

Thus, the generating function for the spacetime gauge fields is given by

\[
W^{(1,G,G)} = \mathcal{R}^{(G)} U^{(1,A)} + \mathcal{R}^{(G)} D_{ad}^{(0)} H^{(1,A\rightarrow G)}
= \mathcal{R}^{(G)} U^{(1,A)} + i\Omega^\beta \gamma^\beta \mathcal{R}^{(G)} \frac{\partial^Z}{\mathcal{Z}} \int_0^1 \frac{dZ}{\mathcal{Z}} V^{(1,A)}(x,tZ,Y) + D_{ad}^{(0)} h^{(1,A\rightarrow G)}
= \mathcal{R}^{(G)} U^{(1,A)} + i\Omega^\beta \gamma^\beta \mathcal{R}^{(G)} V^{(1,A)} + D_{ad}^{(0)} h^{(1,A\rightarrow G)}.
\]

(3.85)

Now, due to the distributional nature of the source term in the Weyl-ordered scheme, for some linearized field configuration (such as AdS massless particles, see Section 4.3 and [34, 38]) \( V^{(1,A)} = V^{(1,E+i\bar{\phi})} \) inherits the singular behaviour of the \( v_n(z) \) coefficients, only exhibiting it in \( Y \) instead of \( Z \). As a consequence of (3.83), \( H^{(1,A\rightarrow G)} \) will inherit such singularities. The \( Z \rightarrow Y \) trade-off of the latter is all-important, however, since singularities in \( Y \) can entirely be absorbed by \( h^{(1,A\rightarrow G)} \), leaving a regular gauge field generating function. In other words, as (3.85) suggests, the singularities produced by the Weyl-ordered perturbative solution are cohomologically trivial. Requiring real-analyticity on \( \mathcal{Z}_4 \) at \( Y = 0 \) fixes \( h^{(1)} \) modulo its real-analytic part. In [38] the resulting Fronsdal field generating functions were given explicitly for both massless particles and higher-spin black holes. Indeed, by applying \( D_{ad}^{(0)} \) to the r.h.s. of (3.85), it is possible to check that \( W^{(1,G,G)} \) satisfies the COMST [38],

\[
D_{ad}^{(0)} W^{(1,G,G)} = -i\frac{b}{4} e^{\alpha\beta} e^{\lambda} \partial^\alpha \partial^\beta \Phi^{(1)}(x;0,y) - i\frac{\bar{b}}{4} e^{\alpha\beta} e^{\lambda} \partial^\alpha \partial^\beta \Phi^{(1)}(x;y,0).
\]

(3.86)

As we pointed out, this scheme determines \( H^{(1,A\rightarrow G)} \) only up to some \( O(Z^2) \) construct \( H_2^{(1,A\rightarrow G)} \). This freedom can actually be used to impose AAdS boundary conditions order by order on the solutions (while at the same time keeping analyticity in the gauge field generating function), in an iterative procedure that can in principle determine the higher orders \( H^{(n,A\rightarrow G)} \). Field configurations
for which this is possible would indeed admit an interpretation in terms of interacting Fronsdal fields.

Letting \( r \) denote a coordinate such that the limit \( r \to \infty \) defines the boundary of AdS\(_4\), the idea is to set up a Fefferman-Graham-like scheme at the level of master fields. Therefore, on a fixed chosen basis \( \mathcal{B} \) for \( \mathcal{A}(\mathcal{Y}_4) \), we expand the master fields \( (\Phi, U, V) \) in powers of \( 1/r \), and fix AAdS boundary conditions by demanding that

\[
\Phi^{(G)} = \tilde{\Phi}^{(G)} + O_{\mathcal{B}}(1/r), \quad V^{(G)} = \tilde{V}^{(G)} + O_{\mathcal{B}}(1/r), \quad U^{(G)} = \tilde{U}^{(G)} + O_{\mathcal{B}}(1/r),
\]

where \( O_{\mathcal{B}}(1/r) \) stands for forms that are sub-leading in the \( 1/r \) expansion; and \( \tilde{\Phi}^{(G)}, \tilde{V}^{(G)} \) and \( \tilde{U}^{(G)} \) form a solution to the linearized Vasiliev equations (3.27–3.31),

\[
\begin{align*}
q\tilde{\Phi}^{(G)} &= 0, & D_{\text{tw}}^{(0)}\tilde{\Phi}^{(G)} &= 0, \\
q\tilde{V}^{(G)} + \tilde{\Phi}^{(G)} &+ J = 0, & q\tilde{U}^{(G)} + D_{\text{ad}}^{(0)}\tilde{V}^{(G)} &= 0, & D_{\text{ad}}^{(0)}\tilde{U}^{(G)} &= 0,
\end{align*}
\]

that encode free unfolded Fronsdal fields. The master fields admit expansions in perturbation theory. Thus, expanding both sides of the AAdS conditions (3.87), at every order \( n \) we get, schematically,

\[
\begin{align*}
\Phi^{(n,G)} &= C^{(n,A)} + \Phi^{(n,G)}_{1.0} + O_{\mathcal{B}}(1/r), \\
\tilde{V}^{(n,G)} &= \mathcal{V}^{(n,A)}[C^{(n,A)}] + q\mathcal{H}^{(n,A\to G)} + V^{(n,G)}_{1.0} + O_{\mathcal{B}}(1/r), \\
\tilde{U}^{(n,G)} &= \mathcal{U}^{(n,A)}[C^{(n,A)}] + D_{\text{ad}}^{(0)}\mathcal{H}^{(n,A\to G)} + U^{(n,G)}_{1.0} + O_{\mathcal{B}}(1/r).
\end{align*}
\]

where \( \Phi^{(n,G)}_{1.0}, V^{(n,G)}_{1.0} \) and \( U^{(n,G)}_{1.0} \) are particular solutions for the bulk master fields that only depend on the lower order moduli contained in \( C^{(n'<n,A)} \) and \( H^{(n'<n,A\to G)} \), \( C^{(n,A)} \) are the homogeneous solution, and \( \mathcal{V}^{(n,A)}[C^{(n,A)}] \) and \( \mathcal{U}^{(n,A)}[C^{(n,A)}] \) solve

\[
\begin{align*}
q\mathcal{V}^{(n,A)}[C^{(n,A)}] + C^{(n,A)} &+ J = 0, & q\mathcal{U}^{(n,A)}[C^{(n,A)}] + D_{\text{ad}}^{(0)}\mathcal{V}^{(n,A)}[C^{(n,A)}] &= 0, & D_{\text{ad}}^{(0)}\mathcal{U}^{(n,A)}[C^{(n,A)}] &= 0.
\end{align*}
\]

At every order, the perturbative corrections to the bulk master fields involve star-product interactions that may affect their leading order in the asymptotic expansion. The idea is then to use the freedom in \( H_2^{(n,A\to G)} \) and \( C^{(m+1,A)} \) to adapt them to the lower-order constructs and impose that the r.h.s. of (3.90)–(3.92) indeed obey (3.88)–(3.89) [38].

In fact, it is in principle possible to use them to impose the stronger constraint that the full master fields linearize asymptotically (maximal subtraction scheme), i.e., for \( n \geq 2 \)

\[
\Phi^{(n,G)} = O_{\mathcal{B}}(1/r), \quad V^{(n,G)} = O_{\mathcal{B}}(1/r), \quad U^{(n,G)} = O_{\mathcal{B}}(1/r).
\]

Thus, in general, imposing boundary conditions will generate corrections to the zero-form initial data as well as to the gauge function. Note in particular that upon adapting every \( C^{(n,A)} \) in terms of \( \Phi^{(n,G)}_{1.0} \), which are \( n \)-linear functionals of \( \Phi^{(1)} \), observables like the on-shell action functional

\[
K = \frac{1}{4\ell^2} \text{Tr}_{\mathcal{Y}_4} (\Phi \ast \Phi \ast J^2)
\]

[38, 62, 63] turn into an infinite expansion in \( \Phi^{(1)} \) (see [38] for more comments and details).
An important question to be addressed in the future is whether or not the perturbative approaches described in this Section are equivalent. A proper comparison can only be carried out at the level of the gauge-invariant observables of the theory, that coordinatize the solution space. In this respect note that, at Step 1 of our perturbative procedure, we have a large moduli space which essentially consists of the integration constants $\Phi^{(n)}$ and of the local data $H^{(n)}$ for the gauge function (modulo small gauge transformations). As described above, Step 2 relates these two data: imposing boundary conditions on given bulk solutions should indeed restrict the moduli space accessible to them, fixing a superselection sector. Then, within a given sector, constructs based on asymptotic spacetime data (such as asymptotic charges) also become relevant observables. In summary, a well-defined notion of equivalence of two solution schemes first of all relies on being able to control boundary conditions, and on singling out the relevant set of observables that coordinatize the corresponding accessible sector of the moduli space.

4. LINEARIZED SOLUTION SPACES AND SPACETIME/FIBRE DUALITY.

The perturbative scheme explored in the previous Section makes use of a convenient choice of homotopy contraction to construct a solution space in which $\Phi$ is first-order exact and all non-linear correction are shifted into $V$. If the star products $\Psi^*n$ make sense (i.e., are not divergent or are at least suitably regularizable) and close over a common basis of functions for all orders $n$, one can actually write down a full solution in closed form immediately. In such cases, the Weyl-ordered perturbative expansion $\Phi(x,Y) = \Phi^{(1)}(x,Y)$ can be seen as a way of dressing solutions to the full Vasiliev equations. This is indeed the case for the solutions first studied in [39, 31, 32, 34, 35, 36, 38], where the initial datum $\Phi'$ (equivalently, $\Psi'$) is expanded on generalized projector bases: while their elements are non-polynomial, and in fact include distributions, they have well-defined star-products, and form a star-product subalgebra which will be taken as our $A(\mathcal{Y}_4)$.

In this Section we show how different linearized solutions can be encoded into fibre elements, the integration constants $\Phi'(Y)$. We shall therefore first of all review in some detail the ordinary classification of solutions to the Klein-Gordon equation on $AdS_4$ that will be of relevance in the following, in spherical and Poincaré coordinates. The focus will be on how the choice of manifest symmetries, spacetime regularity and boundary conditions distinguish the various solution sectors. We shall then show how the solutions are mapped, via the unfolded equations, to non-polynomial functions on $\mathcal{Y}_4$ spanning modules of $\mathfrak{so}(2,3)$ and of the higher-spin algebra. The focus will be on massless scalar particle modes and spherically symmetric black hole modes [30, 31, 34] in compact basis, and on bulk-to-boundary propagators and singular solutions with vanishing conformal dimension, related to boundary Green’s functions, in conformal basis. We shall also recall how the fibre realization of these representations is flexible enough to capture the full indecomposable structure of the module of regular solutions — in which the familiar particle modes form an ideal that is complemented by less studied “wedge” modes [18, 30].

4.1 SPACETIME ANALYSIS IN GLOBAL COORDINATES

The linearized twisted adjoint equation contains the Klein-Gordon equation and the Bargmann-Wigner equations in $AdS_4$ for all spin-$s$ linearized Weyl tensors [16, 17, 19, 64]) encoded in $\Phi^{(1)}$. 
Each solution space is mapped to specific fibre elements $\Phi^{(1)}(Y)$ via (3.50). Let us then first of all recall how various sectors of solutions of the free field equations in $AdS_4$ are distinguished by different regularity and boundary conditions. First, let us perform this analysis in \textit{global spherical coordinates} $(t, r, \theta, \varphi)$ (A.33) (equivalently, $(t, \xi, \varphi, \theta)$ (A.35)).

The most familiar solution sector is the one spanned by \textit{particle modes}. They correspond to solutions that are regular everywhere in spacetime and satisfy additional boundary conditions which ensure that they are normalizable and have finite, conserved Killing energy [75]. They fill unitary irreducible $so(2,3)$ lowest-weight modules $\mathcal{D}(e_0, (s_0))$, organized in terms of the eigenvalues under the \textit{compact} generators, the energy $E$ and the spatial rotations $M_{rs}$. Correspondingly, they are denoted via the energy and $so(3)$-spin eigenvalues of their lowest weight state $|e_0 = s_0 + 1, (s_0)\rangle$ as $\mathcal{D}(s_0 + 1, (s_0))$. Their negative-energy counterparts, the anti-particles, fill highest-weight modules $\mathcal{D}(-s_0 - 1, (s_0)) = \pi[\mathcal{D}(s_0 + 1, (s_0))]$. In the present paper we shall mainly be interested in massless scalar particle modes in $AdS_4$, although there is neither conceptual nor technical limitation to repeating our construction with particles of arbitrary spin (see [30, 38]). In $D = 4$ there are two unitary scalars, $\mathcal{D}(1, (0))$ and $\mathcal{D}(2, (0))$, satisfying Neumann and Dirichlet boundary conditions, respectively. Their lowest-weight modes are

$$
\phi_{1, (0)} = \frac{e^{-\mu}}{\sqrt{1 + r^2}}, \quad \phi_{2, (0)} = \frac{e^{-2\mu}}{1 + r^2}.
$$

Foregoing some of the restrictions mentioned above, the space of admissible solutions enlarges to include other sectors, such as \textit{wedge modes} and \textit{static black-hole modes}\footnote{The solutions that we refer to as higher spin black hole states, or modes, are so called essentially because they possess a tower of Weyl tensors of all integer spins that include and generalize the spin-2 Weyl tensor of an $AdS$ Schwarzschild black hole. However, at present there is no known higher-spin invariant quantity ensuring that the singularity of the individual Weyl tensors is physical, and whether there exists any invariant notion of an event horizon — as well as an entropy attached to it — remains an open problem. On the other hand, the fact that each such solution has identical black-hole asymptotics but is possibly non-singular and horizon-free may suggest an interpretation in terms of black-hole microstates, similar to fuzzballs [70, 71, 72, 73]. See [34] for more details on this proposal and on our usage of the terminology.}. Let us examine how all these modules arise as solutions of the massless Klein-Gordon equation in $AdS_4$, and how regularity and the choice of boundary conditions select the various solution spaces (mainly following the analysis in [75, 76, 77]). The free equation for a massless\footnote{Here we mean \textit{critically massless} [64, 65], also referred to as \textit{composite-massless}, in the sense that, as we shall recall, the massless scalar fields here treated are composites of two singleton UIRs.} scalar field in $AdS_4$ is

$$
(\Box + 2)\phi = 0,
$$

where we are setting the AdS radius to 1 and $\Box$ is the covariant D’Alembertian. Note the mass-like term $m^2 = -2$ coming from the coupling with the $AdS$ scalar curvature $(1/6)R\phi\phi$ in the action. In the global coordinates (A.35), in terms of which the boundary is at $\xi \rightarrow 0$, the Klein-Gordon equation reads

$$
-\cos^2 \xi \frac{\partial^2 \phi}{\tan^2 \xi} + \cos^2 \xi \frac{\partial^2 \phi}{\tan^2 \xi} + \frac{2}{\tan \xi} \frac{\partial \phi}{\tan \xi} + \frac{1}{\sin^2 \theta} \left[ \frac{\partial^2 \phi}{\sin^2 \theta} + \frac{1}{\sin \theta} \frac{\partial \phi}{\sin \theta} + \frac{1}{\sin^2 \theta} \frac{\partial^2 \phi}{\sin^2 \theta} \right] + 2\phi = 0,
$$

(4.3)
where $\partial^2_{\theta} + \frac{1}{\tan \theta} \partial_{\theta} + \frac{1}{\sin \theta} \partial^2_{\varphi} = \nabla^2_{S^2}$. Separating the coordinates and inserting the factorized Ansatz

$$\phi = \phi_{0/m} = e^{-i\omega t} Y_{\ell,m}(\theta, \varphi) \chi(\xi)$$

(4.4)

(where clearly $\ell = 0, 1, 2 \ldots$ and $m = -\ell, -\ell + 1, \ldots, \ell, \ell$ and $\nabla^2_{S^2} Y_{\ell,m} = -\ell(\ell+1) Y_{\ell,m}$) in (4.3) we are left with the radial equation

$$\cos^2 \xi \xi^2 \ddot{\chi} + \frac{2}{\tan \xi} \dot{\chi} + \left( \omega^2 \cos^2 \xi - \frac{\ell(\ell+1)}{\tan^2 \xi} + 2 \right) \chi = 0.$$  (4.5)

Substituting $\chi(\xi) = \cos \xi (\sin \xi)^{2b} f_{\alpha\beta}(\xi)$, the latter becomes a hypergeometric equation for $f_{\alpha\beta}$, with two independent solutions corresponding to the two roots $b_{\pm}$ of the indicial equation,

$$2b(2b+1) - \ell(\ell+1) = 0, \quad b_{\pm} = \left\{ \frac{\ell}{2}, -\frac{\ell+1}{2} \right\}.$$  (4.6)

The two solutions are distinguished by their behaviour at the origin $\xi = 0$: one is regular,

$$\phi_{\text{reg}} = e^{-i\omega t} Y_{\ell,m}(\theta, \varphi) \cos \xi (\sin \xi)^{\ell} _2F_1 \left( \frac{\ell+1+\omega}{2}, \frac{\ell+1-\omega}{2}, \ell+\frac{3}{2}; \sin^2 \xi \right),$$

(4.7)

whereas the second one is singular,

$$\phi_{\text{sing}} = e^{-i\omega t} Y_{\ell,m}(\theta, \varphi) \cos \xi (\sin \xi)^{-\ell-1} _2F_1 \left( \frac{\omega-\ell}{2}, \frac{\omega+\ell}{2}, -\ell+\frac{3}{2}; \sin^2 \xi \right).$$

(4.8)

Particle modes. Insisting on regularity in the interior one is then led to discard $\phi_{\text{sing}}$ and keep only $\phi_{\text{reg}}$. In order to study the boundary behaviour of the solutions (4.7)-(4.8) it is useful to rewrite them in terms of functions of $\cos^2 \xi$ by using the identity

$$2F_1(a,b,c;x) = \Gamma(c) \left\{ \frac{\Gamma(c-a-b) \Gamma(c-a)}{\Gamma(c-a) \Gamma(c-b)} 2F_1(a,b,a+b-c+1;1-x) + \frac{\Gamma(a+b-c) \Gamma(a) \Gamma(b)}{\Gamma(a) \Gamma(b)} (1-x)^{a-b-c} 2F_1(c-a,c-b,c-a-b+1;1-x) \right\}.$$  (4.9)

The regular solution can then be written as the linear combination

$$\phi_{\text{reg}} = A\phi_{(-)} + B\phi_{(+)},$$

(4.10)

where

$$A := \frac{\Gamma(\ell+\frac{3}{2}) \Gamma\left(\frac{1}{2}\right)}{\Gamma(\ell+1)} \Gamma\left(\frac{\ell+1+\omega}{2}\right), \quad B := \frac{\Gamma(\ell+\frac{3}{2}) \Gamma\left(-\frac{1}{2}\right)}{\Gamma(\ell+1) \Gamma(\ell+1+\omega)},$$

(4.11)

and

$$\phi_{(-)} = e^{-i\omega t} Y_{\ell,m}(\theta, \varphi) \cos \xi (\sin \xi)^{\ell} _2F_1 \left( \frac{\ell+1+\omega}{2}, \frac{\ell+1-\omega}{2}, \ell+\frac{3}{2}; \cos^2 \xi \right),$$

(4.12)

$$\phi_{(+)} = e^{-i\omega t} Y_{\ell,m}(\theta, \varphi) (\cos \xi)^{2}(\sin \xi)^{\ell} _2F_1 \left( \frac{\ell+2+\omega}{2}, \frac{\ell+2-\omega}{2}, \ell+\frac{3}{2}; \cos^2 \xi \right).$$

(4.13)

13This is crucial, in the AdS/CFT context, to avoid any contribution from the interior to the boundary correlation function [77].
It is then immediate to see that

$$\phi_{\text{reg}} \to e^{-i \Omega_{\text{YM}}(\theta, \phi)} \left\{ A \cos \xi \left( 1 + O(\cos^2 \xi) \right) + B \cos^2 \frac{\xi}{2} \left( 1 + O(\cos^2 \xi) \right) \right\} . \quad (4.14)$$

In this case (four spacetime dimensions, \( m^2 = -2 \)) both \( \phi(-) \) and \( \phi(+) \) are normalizable, and in order to select a single complete, normalizable set of field modes, it is necessary to impose extra boundary conditions

In fact, as found in [74, 75], stronger boundary conditions are necessary in order to have a unique solution of the Cauchy problem, due to the well-known problem of the absence of a global Cauchy surface in \( AdS^5 \). As a consequence, only specific boundary conditions at spatial infinity can lead to conservation of energy, and these lead to selecting a single normalizable set of modes. The authors of [74, 75, 76] achieved this by imposing conservation of the Killing energy

$$E = \int_{\Sigma} d^3 \chi \sqrt{-g} T^0_0 , \quad (4.15)$$

that is, vanishing of the flux through the boundary

$$F_E = \int_{\partial \Sigma} d^2 \chi \sqrt{-g} T^\rho_\rho . \quad (4.16)$$

The latter condition translates to

$$\tan^2 \xi \left[ \partial_\xi + 2 \tan \xi \right] \phi \phi \bigg|_{\xi=\pi/2} = 0 , \quad (4.17)$$

and in order for (4.17) to be satisfied one must require either \( A \) or \( B \) to vanish, which enforces the quantization condition \( \omega = \pm (\ell + 2 + 2n) \) and \( \omega = \pm (\ell + 1 + 2n) \), respectively, on the frequencies in order for the \( \Gamma \) functions at the denominators in (4.11) to blow up. With these conditions on \( \omega \), the hypergeometric functions are truncated to Jacobi polynomials \( P_n^{(\alpha, \beta)}(x) = \frac{n^\alpha}{(1/2)^\alpha \Gamma(n+1)} \) and

\[ \begin{align}
\text{in higher dimensions (or for massive scalar fields) normalizability is all one needs to demand in order to select one complete set of field modes (the one that decays more rapidly at the boundary, \( \phi(-) \)) satisfying the Klein-Gordon equation and leading to conserved energy. The precise condition can be stated in terms of the value mass term appearing in (4.2) [77] as } m^2 \geq 1 - (D - 1)^2/4. \text{ So in general the regular solution (4.10) is non-normalizable, unless one introduces the quantization condition on the frequencies that leads to } \Omega = 0. \text{ On the other hand, for } - (D - 1)^2/4 < m^2 < 1 - (D - 1)^2/4 \text{ (where we recall that } -(D - 1)^2/4 \text{ corresponds to the Breitenlohner-Freedman bound, the lowest value of } m^2 \text{ compatible with stability in } AdS_5 \text{) there are two independent normalizable solutions, and one needs to impose further conditions in order to have conserved Killing energy.}
\end{align} \]

This problem is caused by the fact that information can propagate along null geodesics from the origin to the boundary \( \xi = \pi/2 \), or vice versa, in finite time, thereby preventing any spacelike surface crossing the whole spacetime manifold from intercepting all null geodesics.

\[ \begin{align}
\text{14Strictly speaking, this condition is related to the Killing energy flux calculated from the improved energy-momentum tensor } T_{\mu \nu} \text{, related to the canonical energy-momentum tensor } T_{\mu \nu}^{\text{can}} = 2 \partial \phi \partial_{\phi} \phi - g_{\mu \nu} \partial_\phi \partial_\phi \phi + (1/6) R \phi \phi \text{ by } T_{\mu \nu} = T_{\mu \nu}^{\text{can}} + (1/3) \Delta T_{\mu \nu}, \text{ with } \Delta T_{\mu \nu} := (g_{\mu \nu} \Box - D_\mu D_\nu + R_{\mu \nu}) \phi \phi. \text{ The same calculation with } T_{\mu \nu}^{\text{can}} \text{ leads to the more restrictive conclusion that only the } \Delta(2,0) \text{ scalar conserves the energy, and, in fact, has finite Killing energy. On the other hand, the improved energy-momentum tensor allows for weaker conditions, admitting also the } \Delta(1,0) \text{ field modes. While on general curved backgrounds only the improved tensor is conserved, here the ambiguity arises because both } T_{\mu \nu} \text{ and } \Delta T_{\mu \nu} \text{ are separately conserved due to the constant curvature of } AdS. \text{ Supersymmetry resolves the ambiguity, however, by including both the scalars in the same supermultiplet, which in particular means that only the improved energy-momentum tensor can be used to define a conserved energy functional [75].}
\end{align} \]
\[ \alpha + \beta + 1, \alpha + 1; (1 - x)/2, P_n^{(\alpha, \beta)}(-x) = (-1)^n P_n^{(\beta, \alpha)}(x). \]
Therefore, by insisting on conservation of energy one is left with only one of the two possible set of normalizable modes, each defining a complete set filling the \(so(2,3)\) representation
\[
\mathcal{D}(1,0) \oplus \mathcal{D}(-1,0) : \phi_{\ell ml} = N_{\ell ml} e^{-i\omega t} Y_{\ell m}(\theta, \varphi) \cos \xi (\sin \xi)^{\ell} F_n^{(\ell+1/2,-1/2)}(\cos 2\xi),
\]
\[ \omega = \pm (\ell + 1 + 2n), \quad n = 0, 1, 2, \ldots, \quad \ell = 0, 1, 2, \ldots, \]  \hspace{1cm} (4.18)
and
\[
\mathcal{D}(2,0) \oplus \mathcal{D}(-2,0) : \phi_{\ell ml} = N_{\ell ml} e^{-i\omega t} Y_{\ell m}(\theta, \varphi) \cos^2 \xi (\sin \xi)^{\ell} F_n^{(\ell+1/2,1/2)}(\cos 2\xi),
\]
\[ \omega = \pm (\ell + 2 + 2n), \quad n = 0, 1, 2, \ldots, \quad \ell = 0, 1, 2, \ldots, \]  \hspace{1cm} (4.19)
respectively, where \(N_{\ell ml}\) is a normalization coefficient. Their lowest-weight modes \(\phi_{1,(0)}\) and \(\phi_{2,(0)}\), respectively, correspond to the expressions given in (4.1) in terms of \(r\) (see Appendix A for the relation between the two sets of coordinates). As is well known, the selection of the above two \(\mathcal{D}(1,0)\) and \(\mathcal{D}(2,0)\) scalar fields correspond to imposing Neumann or Dirichlet boundary conditions, respectively, on the conformally transformed fields \(\phi' := \phi / \cos \xi\) [74].

It will be useful for the following to have a single expression for all the modes in \(\mathcal{D}(1,0) \oplus \mathcal{D}(2,0) \oplus \mathcal{D}(-1,0) \oplus \mathcal{D}(-2,0)\). Shifting the value of \(n\) to \(n = \pm 1, \pm 2, \ldots\), one can write
\[
(1 + \pi)[\mathcal{D}(1,0) \oplus \mathcal{D}(2,0)] : \phi_{\ell ml} = N_{\ell ml} e^{-i\omega t} Y_{\ell m}(\theta, \varphi) \cos \xi (\sin \xi)^{\ell} F_n^{(\ell+1/2,\ell+1/2)}(\cos \xi),
\]
\[ \omega = n + \varepsilon_n \ell, \quad n = \pm 1, \pm 2, \ldots, \quad \varepsilon_n := \frac{n}{|n|}, \quad \ell = 0, 1, 2, \ldots. \]  \hspace{1cm} (4.20)

In order to keep the usual notation for frequencies and spherical harmonics, in the above we have been using the symbols \(\omega\) and \(\ell\) for the energy eigenvalue \(e\) and the \(so(3)\)-spin eigenvalue \(s\) that label the states \(|e,s\rangle\) in the \(so(2,3)\) irreps \(\mathcal{D}(e_0, s_0)\).

**Wedge modes and the indecomposable compact twisted-adjoint module.** Foregoing the conservation of energy — that is, not imposing that the flux (4.16) through the boundary be zero — one is allowed to retain a general combination of the two scalar irreps \(\mathcal{D}(1,0)\) and \(\mathcal{D}(2,0)\) (still normalizable, in \(D = 4\)): in particular, combinations (4.10) below the unitarity bound corresponding to states that fill a wedge \(\mathcal{W}\) in the compact-weight space in between the (scalar) particle and anti-particle modules, hence the name wedge modes. Such modes were first considered systematically — and interpreted as representations of \(so(2,3)\) and its higher-spin extension \(hs(2,3)\) — in [30] from the unfolded point of view. More precisely, it was found in [30] that massless (anti-)particle modules are invariant submodules of an indecomposable module \(\mathcal{M}\), and \(\mathcal{W}\) is their complement, that is
\[
\mathcal{M} = \mathcal{D} \subset \mathcal{W}, \]  \hspace{1cm} (4.21)
\[\footnote{By analogy with similar solutions in flat spacetime, they were there given the name of runaway modes. However, considering that they do not diverge at the AdS boundary, and that in four dimensions they are even normalizable, in this work we use the more neutral denomination of wedge modes.}
where \( \ominus \) denotes the semi-direct sum, and \( \mathcal{D} \) is further divided into \( \mathcal{D} = \mathcal{D}^{(+)} \oplus \mathcal{D}^{(-)} \), with the substructures

\[
\mathcal{D}^{(+)} \simeq (1 + \pi) \bigoplus_{s=0}^{\infty} \mathcal{D}(s+1;(s)),
\]

\[
\mathcal{D}^{(-)} \simeq (1 + \pi) \bigoplus_{s=0}^{\infty} \mathcal{D}(s+1+\delta_{s,0};(s,1)).
\]

Both the particle and the wedge submodules are divided into an even and odd submodule with respect to the conserved quantity \((-1)^{s-r}\), which is preserved by the action of \(so(2,3)\) and its higher-spin extension: the label \((\pm)\) denote the even/odd submodule (see [30, 34] for the even/odd submodules of \(\mathcal{W}\)).

The entire module \(\mathcal{M}\) (which is neither a lowest-weight nor a highest-weight module) can be generated by acting with the \(hs(2,3)\) generators on the two static states \(\phi_{0,(0)}\) and \(\phi_{0,(1)}\). They can be obtained from (4.7) via the static limit \(\omega \to 0\): the static rotationally-invariant mode is

\[
\phi_{0,(0)} := \phi_{\text{reg}}|_{\omega=0,\ell=0} = \cos\xi \, _2F_1 \left( \frac{1}{2}, \frac{1}{2}; \frac{3}{2}; \sin^2\xi \right) = \frac{\xi}{\tan\xi},
\]

while the \(\ell = 1\) static element reads

\[
\phi_{0,(1)} := \phi_{\text{reg}}|_{\omega=0,\ell=1} = Y_{1,m}(\theta,\varphi) \cos\xi \, _2F_1 \left( 1, 1, \frac{5}{2}; \sin^2\xi \right)
\]

\[
= 3Y_{1,m}(\theta,\varphi) \frac{1}{\tan\xi} \left( 1 - \frac{\xi}{\tan\xi} \right).
\]

Note that such field configurations, as it is obvious from their derivation, are regular at the origin. In fact, in terms of \(r\) they read

\[
\phi_{0,(0)} = \frac{\arctan r}{r}, \quad \text{and} \quad \phi_{0,(1)} \sim \frac{1}{r} - \frac{\arctan r}{r^2}.
\]

**Static black-hole modes.** As anticipated, letting go also of the condition of regularity in the interior, one finds the solution branch (4.8), which, for \(\omega = 0\), contains more static solutions. Indeed, setting \(\omega = 0\) and \(\ell = 0\) in (4.8), one finds the simplest static, soliton-like solution of the Klein-Gordon equation (as well as fundamental solution of the three-dimensional laplacian),

\[
\phi_{\text{sing}(0,(0))} := \phi_{\text{sing}}|_{\omega=0,\ell=0} = \frac{1}{\tan\xi} = \frac{1}{r}.
\]

This field configuration is singular in the origin and, in fact, represents the field generated by a delta-function source there centred. Note that this solution has the same quantum numbers as the regular solution (4.24), but belong to a separate weight space \(\mathcal{G}\) representing the singular branch, and has in fact a number of different properties. We shall be more precise about the relation between the two branches in the Section 4.4.

Singular, static and spherically-symmetric solutions of the free equations of any integer spin will be of interest in the following — that is, we shall consider also the \(s \geq 1\) counterparts of (4.27) that, as found in [48] (see also [49, 39]), are distinguished by Weyl tensors of the form

\[
C_{\alpha(2s)} \propto \frac{1}{r^{s+1}} u_{1_{(\alpha_1)}} u_{2_{(\alpha_2)}} \cdots u_{s_{(\alpha_s)}} u_{s_{(\alpha_s)}}
\]
analogously for the anti-selfdual component, where \((u_a^+, u_a^-)\) is an \(x\)-dependent spin-frame (carrying the appropriate angular dependence)\(^{18}\). These Weyl tensors are of Petrov-type D, and the expression (4.28) includes, for \(s = 0\), the static scalar (4.27). For \(s \geq 1\) they can be integrated and shown to correspond to a Kerr-Schild gauge field satisfying the Fronsdal equation, of type

\[
\phi_{\mu(\pm)} = \frac{1}{r} k_{\mu_1} \cdots k_{\mu_r},
\]

where \(k_{\mu}\) are Kerr-Schild vectors, with the properties \(k^\mu k_\mu = 0\), \(k^\mu \nabla_\mu k_\nu = 0\) (see [39] for their explicit realization). The fact that they can be written in Kerr-Schild form is a manifestation of the fact that black-hole solutions solve both the linear and the nonlinear equations, and this is why they appear already in the linearized analysis. This is also why they are ideally suited to be elevated to solutions of the Vasiliev equations, as first noted in [48, 49]. Indeed, we shall recall in Section 4.5 that a superposition of black-hole modes of all spins (as required by higher-spin symmetry) of type (4.28) indeed solves the full equations.

### 4.2 Spacetime Analysis in Poincaré Coordinates

Let us also examine some solutions of the \(AdS_4\) massless Klein-Gordon equation in Poincaré coordinates (A.36) (not global, as is well-known, only covering the Poincaré patch). In this case, the highlighted symmetries are dilatation and Poincaré symmetry on the boundary coordinates \(x^\mu\). Accordingly, (4.2) becomes

\[
z^2 \left[ z^2 \partial_z \left( \frac{1}{z} \partial_z \phi \right) + \partial^m \partial_m \phi \right] + 2\phi = 0.
\]

The natural factorized Ansatz this time is of the form

\[
\phi = f(z) g(x).
\]

We refrain from reviewing in detail the general solution of the Klein-Gordon equation in Poincaré coordinates, as it is covered in many papers and textbooks (see, e.g., [77, 78, 79]), limiting ourselves to pointing out a few facts that will be relevant in the following. This time solutions of the Klein-Gordon equation are organized in representations \(\mathcal{O}(\Delta_0, (s_0))\) where \(\Delta\) is the eigenvalue under the dilatation operator \(D \propto -z \partial_z - x^m \partial_m\), generating an \(so(1, 1)\), and \((s_0)\) is the Lorentz-spin label of the boundary Lorentz symmetry algebra \(so(1, 2)\). The factor \(g(x)\) can in general be expanded in terms of plane waves \(e^{ik \cdot x}\) and for regular solutions \(f(z)\) can be written in terms of Bessel functions. In \(D = 4\) there are again two normalizable scalar lowest-weight modes

\[
\phi_{1,(0)} = \frac{z}{z^2 + x^m x_m}, \quad \phi_{2,(0)} = \left( \frac{z}{z^2 + x^m x_m} \right)^2.
\]

\(^{18}\)Such fields correspond to static solutions of the spin-\(s\) Bargmann-Wigner equations \(\nabla^{(0)s} C_{a(s-1), b(s)} = 0\), \(\nabla^{(0)} C_{d(s-1), f(s-1)} = 0\), with resulting mass-shell condition \((\nabla^{(0)s} - m^2) C_{a(s), (b(s))} = 0\), on generalized spin-\(s\) Weyl tensors \(C_{a(s), b(s)}\) with Young diagram of type \((s,s)\) of \(so(1,3)\), with the critical masses \(m^2 = \frac{2(s + 1)}{s}\) (see for example their generalization to any dimension in [30] and to mixed-symmetry fields and arbitrary mass in [64, 65]).
which are the well-known bulk-to-boundary propagators for (composite) massless scalars (for boundary reference point $x^m = 0$), and they form an $so(2,3)$-module together with their descendants, obtained via repeated action of the boundary translation operator $-i\partial_m$. To this module, via inversion $(z, x^m) \to \frac{(z,x^m)}{z^2+ix^m}$, correspond another module, with highest-weight modes

$$\phi_{-1,(0)} = z, \quad \phi_{-2,(0)} = z^2,$$

(irregular at the bulk point $z \to \infty$), which can be thought of as bulk-to-boundary propagators at the “point at infinity” $z = \infty$. There are also, in the singular branch, counterparts of the black-hole modes that we studied in global spherical coordinates. The scalar representative is

$$\phi_{\text{sing}(0,(0))} = \frac{z}{\sqrt{x^0x_m}},$$

which is irregular in the bulk and has evidently vanishing scaling dimension — which is the counterpart, in the present coordinate split, of the time-independence of the black-hole modes. This is an especially simple solution of the Klein-Gordon equation, that corresponds to choosing $g(x)$ in (4.31) as a solution to the flat massless 3D Klein-Gordon equation and requiring that the overall bulk scaling dimension be zero. As a consequence, $g$ turns out to be related to the scalar propagator. In the limit $z \to 0$, (4.34) has only support on the boundary light-cone. One can build, in fact, a tower of such modes for any spin, solutions to the generalized Bargmann-Wigner equations just like the black-hole modes (4.28), of the form $z^{e+1} \phi_{m_1 \ldots m_s}(x)$, where $\phi_{m_1 \ldots m_s}(x)$ are again solutions to the boundary wave equation that are singular on the light-cone. We shall explicitly construct them in Section 4.6.2, starting from their fibre duals and finding the spacetime solutions by virtue of (3.50).

Note that the solutions here collected show an immediate similarity with those in found in spherical coordinates, which is especially evident in other coordinate systems, such as stereographic coordinates (A.32): indeed, the lowest-weight particle solutions are

$$\phi_{e_0;0}(0) = \left( \frac{1-x^2}{1+2iX^0+x^2} \right)^{e_0}, \quad e_0 = \{1,2\},$$

whereas, identifying the $z$ coordinate as in (A.37) we get, for (4.32),

$$\phi_{\Delta_0;0}(0) = \left( \frac{1-x^2}{1-2x^3+x^2} \right)^{\Delta_0}, \quad \Delta_0 = \{1,2\},$$

or, in embedding coordinates,

$$\phi_{e_0;0}(0) = \left( \frac{1}{X^0+iX^0} \right)^{e_0}, \quad \phi_{\Delta_0;0}(0) = \left( \frac{1}{X^0-X^3} \right)^{\Delta_0}.$$  

Similarly, the scalar solutions in the singular branches (4.27) and (4.34) are, in embedding coordinates,$$
\phi_{\text{sing}(e_0=0;0)}(0) = \frac{1}{\sqrt{X_1^2+X_2^2+X_3^2}}, \quad \phi_{\text{sing}(\Delta_0=0;0)}(0) = \frac{1}{\sqrt{-X_0^2+X_1^2+X_2^2}}.  
$$

The same “Wick rotation” of course connects also the anti-particle modules to the highest-weight modules generated from (4.33). We shall review precisely what this relation is and give more details on the structure of the solution spaces in Section 4.4, where we shall study them from the point of view of the unfolded formalism, and leave more details of the analysis to a future publication.
4.3 Fibre analysis: Cartan subalgebras of \( \mathfrak{sp}(4; \mathbb{C}) \) and linearized solution spaces

Having recalled the standard approach to finding and classifying the linearized solutions that will be considered in the following, we shall now recall how they can be encoded in functions on \( \mathcal{B}_4 \), i.e., twisted-adjoint operators on which \( \Phi' (Y) \) can be expanded. Just as solutions to the Klein-Gordon equation belonging to one representation are transformed into one another via the action of the \( AdS_4 \) Killing vector fields, so the corresponding fibre elements will fill \( \mathfrak{so}(2,3) \)-modules under the twisted adjoint action of the \( AdS_4 \) isometry generators.

We shall focus on the construction of representations \( \mathcal{D}(\epsilon_0, (s_0)) \) in compact slicing, corresponding to the solution spaces of the Klein-Gordon equation in global spherical coordinates, and of representations \( \mathcal{D}(\Delta_0, (s_0)) \) in conformal slicing corresponding to the solutions of the same problem in Poincaré coordinates.

The general idea is to expand \( \Phi' (Y) \) not in terms of monomials, but rather in terms of non-polynomial functions of \( Y \) that realize the states of a given representation of \( \mathfrak{so}(2,3) \): in other words, the (left) action of the algebra over kets \( |m,n\rangle \) should univocally correspond to the twisted-adjoint action on such fibre elements. Let us briefly recall and extend the construction of such modules in the \( Y \)-fibre, following [18, 30] and [31, 32, 34, 37, 38]\(^\dagger\).

Consider a pair of generators \( (K_{(\pm)}, K_{(-)}) \) in the Cartan subalgebra of the complexified \( AdS_4 \) isometry algebra \( \mathfrak{sp}(4, \mathbb{C}) \), with oscillator realization

\[
K_{(\pm)} = \frac{1}{8} K^{(\pm)}_{\alpha\beta} Y^\alpha \star Y^\beta ,
\]

(4.39)

where

\[
[K^{(q)}, K^{(q')}_{\alpha\beta}] = 0 , \quad K^{(q')}_{\alpha\beta} K^{(q)}_{\gamma\delta} = - \delta_{\alpha\delta} .
\]

(4.40)

They can be written in terms of two number operators

\[
w_i := a_i^+ a_i^- = a_i^+ \star a_i^- + \frac{1}{2} , \quad \text{(no sum over } i)\]

(4.41)

as

\[
K_{(\pm)} = \frac{1}{2} (w_2 \pm w_1) ,
\]

(4.42)

where the creation and annihilation operators can be extracted from linear combinations of the \( Y \) oscillators, \( a_i^+ = (A_i^+)_{\alpha} Y^\alpha, i = 1, 2 \), using projectors built from \( K^{(q)}_{\alpha\beta} \) [31, 37, 38]. It is then possible to build operators \( P_{n_L|n_R}(Y) \) obeying

\[
P_{n_L|n_R} = \pi \pi (P_{n_L|n_R}) ,
\]

(4.43)

and

\[
P_{n_L|n_R} \star P_{m_L|m_R} = \delta_{n_L,m_L} P_{n_R|m_R} ,
\]

(4.44)

with \( n_{L,R} = (n_1, n_2)_{L,R} \in (\mathbb{Z} + 1/2) \times (\mathbb{Z} + 1/2), idem \ m_{L,R} \), being half-integer eigenvalues under the left or right star-product action of number operators \( w_i \),

\[
(w_i - n_i L) \star P_{n_L|n_R} = 0 = P_{n_L|n_R} \star (w_i - n_i R) .
\]

(4.45)

\(^\dagger\)A similar change of basis for the \( D = 3 \) case was performed and used in [81, 82, 83].
Clearly, the $P_{n_1,n_2}$ also diagonalize the adjoint as well as twisted-adjoint actions of $K_{(\pm)}$, viz.

$$K_{(\pm)} \ast P_{n_1,n_2} - P_{n_1,n_2} \ast K_{(\pm)} = \frac{1}{2} (n_{2L} \pm n_{1L} - (n_{2R} \pm n_{1R})) P_{n_1,n_2}, \quad (4.46)$$

$$K_{(\pm)} \ast P_{n_1,n_2} - P_{n_1,n_2} \ast \pi(K_{(\pm)}) = \frac{1}{2} \left( n_{2L} \pm n_{1L} - (-1)^{\sigma_E(K_{(\pm)})} (n_{2R} \pm n_{1R}) \right) P_{n_1,n_2}, \quad (4.47)$$

where $\pi(K_{(\pm)}) = \sigma_E(K_{(\pm)}) K_{(\pm)}$.

The diagonal elements $P_{n_1,n_2} \equiv P_n = P_{n_1,n_2}$ are projectors and belong to the enveloping algebra of the number operators, and hence factorize as $P_{n_1,n_2}(w_1,w_2) = P_{n_1}(w_1) \ast P_{n_2}(w_2)$. In particular, the projectors onto the lowest-weight state of the Fock space ($\epsilon_2 = +1$) and the highest-weight of the anti-Fock space ($\epsilon_2 = -1$) correspond to

$$P_{n_{1/2}, \frac{n}{2}} = 4e^{-2(\epsilon_1 w_1 + \epsilon_2 w_2)} = 4e^{-4\epsilon_2 K_{(\epsilon_2)}}, \quad \epsilon_1, \epsilon_2 = \pm. \quad (4.48)$$

In star-product form, the generic projector reads

$$P_{n_1,n_2} = \frac{(a_2^+)^{\epsilon_1} |\pm|^{-1/2}}{\sqrt{|n_2| - 1/2)!} \ast \frac{(a_1^+)^{\epsilon_1} |\pm|^{-1/2}}{\sqrt{|n_1| - 1/2)!} \ast P_{\frac{n_{1/2}, \frac{n}{2}}}. \quad (4.49)$$

where $\epsilon_i := \text{sign}(n_i)$.

Of course, adjoint and twisted-adjoint action (4.46)-(4.47) are only different for $\pi$-odd Cartan generators (i.e., transvections). Since $K_{(\pm)} \ast K_y = K_y \ast \pi(K_{(\pm)})$, for any $\pi$-odd $K_{(\pm)}$ star-multiplication of $P_{n_1,n_2}$ by $K_y$ exchanges adjoint and twisted-adjoint action, e.g. $K_{(\pm)} \ast P_{n_1,n_2} \ast K_y = -P_{n_1,n_2} \ast K_y \ast \pi(K_{(\pm)}) = [K_{(\pm)}, P_{n_1,n_2}] \ast K_y$. This means, in particular, that in such cases one can define skew-diagonal, or twisted projectors via star-multiplication by $K_y$,

$$P_{n_1,n_2} \equiv \tilde{P}_n = \tilde{P}_{n_1,n_2} := P_{n_1,n_2} \ast K_y, \quad (4.50)$$

which will be distributions in $Y$. The addition of the projectors like the twisted projectors to the algebra of polynomials in oscillators (Weyl algebra) thus forms an extension of the latter which we refer to as extended Weyl algebra $\mathcal{A}(\mathcal{U}_c)$ [31, 37, 38].

There are three distinct choices of $(K_{(+)}, K_{(-)})$ modulo $Sp(4, \mathbb{R})$ rotations, given by [31, 32]20

$$(E, J), \quad (J, iB), \quad (iB, iP), \quad (4.51)$$

where $E := P_0 = M_{00}$ is the AdS energy, $J := M_{23}$ is a spin, $B := M_{01}$ is a boost and $P := P_3 = M_{03}$ is a transvection21. As $E$ and $J$ are compact it follows that exp($\pm 4E$) are projectors, while a factor of $i$ accompanies the non-compact generators $B$ and $P$ at the exponent in order for condition (4.40) to be satisfied, giving rise to projectors exp($\pm 4iB$) and exp($\pm 4iP$).

Thus, starting from a pair of Cartan generators, one may form four lowest-weight ($\epsilon = -$) or highest-weight ($\epsilon = +$) projectors, namely exp$(4\epsilon K_{(\epsilon')})$, where $\epsilon, \epsilon' = \pm$, and their twisted counterparts exp$(4\epsilon K_{(\epsilon')}) \ast K_y$, which are distinct elements iff $K_{(\epsilon')} = E$ or $iP$ (exp($\pm 4J$) \ast K_y =

\begin{footnotesize}
20We refer the reader to the Appendix A for our AdS$_4$ and spinor conventions.
21Obviously, the concrete choices of embedding into $\text{so}(2,3)$ are purely conventional. What matters are only the possible inequivalent choices of $(K_{(+)}, K_{(-)})$ as compact or non-compact Cartan generators.
\end{footnotesize}
exp(±4J), idem iB). Once a pair is chosen, then the orbit of a chosen \(\exp(4\epsilon K_{(e')})\) under the left and right actions of the extended Weyl algebra form an associative algebra \(\mathcal{M}(K_{(e')};K_{(-e')})\), with principal Cartan generator \(K_{(e')}\); letting \(\mathcal{M}(K_{(e')};K_{(-e')}) = \mathcal{M}_{+}(K_{(e')};K_{(-e')}) \oplus \mathcal{M}_{-}(K_{(e')};K_{(-e')})\), we thus have six possibilities,

\[
\mathcal{M}(E;J), \mathcal{M}(J;E); \mathcal{M}(J;iB), \mathcal{M}(iB;J); \mathcal{M}(iB;iP), \mathcal{M}(iP;iB). \tag{4.52}
\]

Expanding \(\Phi'\) over \(\mathcal{M}(K_{(e')};K_{(-e')})\), we refer to the contributions from the Weyl algebra orbits of \(\exp(4\epsilon K_{(e')})\) and \(\exp(-4\epsilon K_{(e')})\) \(*\kappa\), respectively, as the regular and twisted sectors, the latter being non-trivial iff the principal Killing vector is taken to be \(E\) or \(iP\). In such case we expand

\[
\mathcal{M}(E;J), \mathcal{M}(iP;iB) : \quad \Phi'(Y) = \sum_{n_r,n_k} \left( \bar{v}_{n_r|n_k} P_{n_r|n_k}(Y) + v_{n_r|n_k} P_{n_r|n_k}(Y) \ast \kappa \right), \tag{4.53}
\]

where \(\bar{v}_{n_r|n_k}\) and \(v_{n_r|n_k}\) are independent deformation parameters.

In this paper we shall limit our considerations to the above two families, respectively with \(E\) and \(iP\) principal Cartan generators, and to expansions over projectors and twisted projectors only. In fact, for simplicity, we shall only consider symmetry-enhanced projectors, obtained from summing all \(P_{n_1,n_2} = P_{n_1,n_2} (K_{(+)},K_{(-)})\) with fixed eigenvalue of the principal Cartan generator, in such a way that the dependence on the other Cartan generator drops out and one is left with \((n = \pm 1, \pm 2, \ldots)\)

\[
\mathcal{P}_n(K_{(q)}) = \sum_{n_2 \frac{+\text{ even}}{n_1\text{ even}}} P_{n_1,n_2}, \tag{4.54}
\]

that only depend on the principal Cartan generator. The \(\mathcal{P}_n\) admit the Weyl-ordered expressions

\[
\mathcal{P}_n(K_{(q)}) = 4(-1)^{n-1} \epsilon_n e^{-4K_{(q)} L_{n-1}^{(1)}(8K_{(q)})}, \quad \epsilon_n = n/|n|, \tag{4.55}
\]

where \(L_{n-1}^{(1)}(x)\) are generalized Laguerre polynomials\(^{22}\).

Hence, we shall consider expansions

\[
\mathcal{M}(E;J), \mathcal{M}(iP;iB) : \quad \Phi'(Y) = \sum_n \left( \bar{v}_n \mathcal{P}_n(Y) + v_n \mathcal{P}_n(Y) \ast \kappa \right). \tag{4.56}
\]

For more general expansions and the physical meaning of other families, see [31, 32, 36, 37, 38].

### 4.4 Fibre representatives of linearized solutions in compact and conformal basis.

Choosing a basis of eigenstates \(P_{n_r|n_k}\) in the \(\mathcal{M}(E;J)\) or the \(\mathcal{M}(iP;iB)\) family essentially amounts to choosing between the compact or the conformal slicing of \(\mathfrak{so}(2,3)\)-modules.

\(^{22}\)It is easy to see, by using Kummer’s transformation \(L_{k-1}^{(\alpha)}(x) = (-1)^k e^{x} L_{-1-k-1}^{(\alpha)}(-x) (k = -2, -3, \ldots\) and \(\alpha\) is a positive integer), that Eq. (4.55) is a universal formula accommodating projectors with both signs of \(n\).
**Compact basis.** Indeed, the first case corresponds to considering the infinite-dimensional orbits of the lowest-weight projector $P_{\frac{1}{2}, \frac{1}{2}} \equiv \mathcal{P}_1$ and of the highest-weight projector $P_{-\frac{1}{2}, -\frac{1}{2}} \equiv \mathcal{P}_{-1}$,

$$\mathcal{P}_{\pm 1} = 4 e^{\mp 4E},$$

(4.57)

both having a stability subalgebra given by the compact $\mathfrak{so}(3)_{M, s}$ of spatial rotations,

$$[E, \mathcal{P}_{\pm 1}]_\pi = E \star \mathcal{P}_{\pm 1} + \mathcal{P}_{\pm 1} \star E = \pm \mathcal{P}_{\pm 1}, \quad [M_{rs}, \mathcal{P}_{\pm 1}]_\pi = 0, \quad (4.58)$$

$r, s = \{1, 2, 3\}$, and being annihilated respectively by the energy-lowering generators $L^-_r$,

$$[L^-_r, \mathcal{P}_1]_\pi = L^-_r \star \mathcal{P}_1 - \mathcal{P}_1 \star L^-_r = 0, \quad (4.59)$$

and the energy-raising operator,

$$[L^+_r, \mathcal{P}_{-1}]_\pi = L^+_r \star \mathcal{P}_{-1} - \mathcal{P}_{-1} \star L^+_r = 0, \quad (4.60)$$

of the compact basis (A.4)-(A.7). In general, one can show [30, 38] that linear combinations of the $P_{n, m}$ in compact basis realize all particle states $T_{e, (s)}$ that fill massless particle and anti-particle irreps $\mathcal{D}(\pm (s + 1), (s))$ of all spins, with definite eigenvalues under the twisted-adjoint action of the compact Cartan generators $E$ and $J$ and of the quadratic Casimir $\frac{1}{2}M^{rs} \star M_{rs}$ of $\mathfrak{so}(3)$,

$$[E, T_{e, (s)}]_\pi = \{E, T_{e, (s)}\}_* = e_{T_{e, (s)}}, \quad (4.61)$$

$$\frac{1}{2}[M^{rs}, [M_{rs}, T_{e, (s)}]]_\pi = \frac{1}{2}[M^{rs}, [M_{rs}, T_{e, (s)}]]_* = s(s + 1)e_{T_{e, (s)}}, \quad (4.62)$$

where each $T_{e, (s)}$ is a $(2s + 1)$-plet with elements distinguished by the eigenvalue $j_1$ of $J$, $j_1 = -s, -s + 1, \ldots, s - 1, s$, and they span lowest-weight modules (highest-weight modules for the anti-particle states) built via the action of energy-raising (lowering) operators $L^+_r$ ($L^-_r$) on a lowest-weight (highest-weight) state $T_{e_0, (s_0)}$ ($T_{e_0, (s_0)}$).

$$[L^-_r, T_{e_0, (s_0)}]_\pi = L^-_r \star T_{e_0, (s_0)} - T_{e_0, (s_0)} \star L^-_r = 0, \quad \text{for } e_0 = s_0 + 1. \quad (4.63)$$

One can thus establish a correspondence between each $T_{e, (s)}$ under twisted-adjoint action and each state $|e, (s)\rangle$ under left action. Massless particle and anti-particle states have all

$$|e| > s, \quad (4.64)$$

and can in fact be built via the higher-spin algebra $\mathfrak{hs}(2, 3)$ action on the $\mathcal{D}(1, 0)$ massless scalar particle lowest weight state [30] $T_{1, (0)} \equiv \mathcal{P}_1$ and on the $\mathcal{D}(-1, 0)$ massless scalar anti-particle highest weight state $T_{-1, (0)} \equiv \mathcal{P}_{-1}$. The particle and anti-particle module are exchanged by the action of $\pi$, that reverses the sign of $E$.

The $P_{n, m}$ actually diagonalize the separate left and right action of the compact Cartan generators: in fact, from the point of view of the separate left/right action of $\mathfrak{so}(2, 3)$, the $T_{e, (s)}$ correspond to enveloping algebra realizations of (anti-)singleton states [30]. This is a reflection, at an operatorial level, of the compositeness of massless particle states in AdS. Thus, each element $T_{e, (s)}$ corresponds to a specific linear combination of operators on the (anti-)singleton Hilbert space, i.e.,

$$...$$
is an enveloping-algebra realization of the specific tensor product of singleton states corresponding to any massless particle state according to the Flato-Fronsdal theorem [69]. For example,

\[ E \star T_{1; (0)} = \frac{1}{2} T_{1; (0)} = T_{1; (0)} \star E, \quad L_{r}^* \star T_{1; (0)} = 0 = T_{1; (0)} \star L_{r}^*, \]  

(4.65)

thus

\[ T_{1; (0)} = \frac{1}{2} |\frac{1}{2}; (0)\rangle \langle \frac{1}{2}; (0)| \quad \Leftrightarrow \quad |\frac{1}{2}; (0)\rangle |\frac{1}{2}; (0)\rangle_{2} = |1; (0)\rangle, \]  

(4.66)

where \(|\frac{1}{2}; (0)\rangle\) is the singleton lowest-weight state.

In this correspondence, the enhanced projectors (4.55) \(P_{n}(E), n = \pm 1, \pm 2, \ldots\), correspond to the sum of the projectors onto all the (anti-)singleton states with energy \(n/2\) and spin \(|n|/2\),

\[ P_{n}(E) \cong \frac{n}{2} \left( \frac{|n|}{2} \right)^{i[|n|]} \left( \frac{|n|-1}{2} \right)^{i(|n|-1)} \left( \frac{|n|}{2} \right) \left( \frac{|n|-1}{2} \right), \quad n = \pm 1, \pm 2, \ldots, \]  

(4.67)

where the notation \(i[|n|] = i_{1}i_{2} \ldots i_{|n|-1}\) denotes \(|n| - 1\) symmetrized doublet indices. These projectors obey

\[ (E - \frac{n}{2}) \star P_{n}(E) = 0 = P_{n}(E) \star (E - \frac{n}{2}), \quad [M_{rs}, P_{n}(E)] = 0, \]  

(4.68)

from which it follows that they are rotationally invariant and that their twisted-adjoint energy eigenvalues are given by \(n\), i.e.

\[ E \star P_{n}(E) - P_{n}(E) \star \pi(E) = \{ E, P_{n}(E) \}_* = n P_{n}(E). \]  

(4.69)

One can thus recognize that the enhanced projectors correspond to rotationally-invariant massless scalar field states belonging to the \(\mathcal{D}(\pm 1, (0))\) \((n\) odd) and the \(\mathcal{D}(\pm 2, (0))\) \((n\) even) irreps.

It also follows that the twisted projectors \(\widetilde{P}_{n}\),

\[ \widetilde{P}_{n} := P_{n}(E) \star \kappa_{\gamma} \cong \frac{n}{2} \left( \frac{|n|}{2} \right)^{i[|n|]} \left( \frac{|n|-1}{2} \right)^{i(|n|-1)} \left( \frac{|n|}{2} \right) \left( \frac{|n|-1}{2} \right), \quad n = \pm 1, \pm 2, \ldots, \]  

(4.70)

i.e., can be thought of as endomorphisms on the (anti-)supersingleton module\(^{23}\) \((1 + \pi)[\mathcal{D}(1/2, (0)) \oplus \mathcal{D}(1, (1/2))].\) This is due to the fact that \(\kappa_{\gamma}\) changes the sign of the energy eigenvalue under the right-action, i.e.,

\[ E \star \widetilde{P}_{n} = \frac{n}{2} \widetilde{P}_{n} = -\widetilde{P}_{n} \star E, \]  

(4.71)

and

\[ E \star \widetilde{P}_{n} - \widetilde{P}_{n} \star \pi(E) = [E, P_{n}(E)]_* \star \kappa_{\gamma} = 0, \]  

(4.72)

so these elements can be used as initial data for static, spherically symmetric solutions. Together with more general twisted states \(P_{n; (0)} \star \kappa_{\gamma}\), they fill the wedge in weight space in between particle and anti-particle modules, i.e. satisfy

\[ |e| \leq s. \]  

(4.73)

---

\(^{23}\)Thus, the two-sided twisted-adjoint action of the algebra on the \(\widetilde{P}_{n}\) is mapped to the left action on states that belong to the tensor product of a singleton and an anti-singleton [34], \(\widetilde{P}_{n} \leftrightarrow \frac{n}{2} \left( \frac{|n|}{2} \right)^{i[|n|]} \left( \frac{|n|-1}{2} \right)^{i(|n|-1)} \left( \frac{|n|}{2} \right) \left( \frac{|n|-1}{2} \right)^{i(|n|-1)}.\) It is therefore natural to expect that these black-hole-like solutions of the bulk theory correspond to singleton-anti-singleton composites in the boundary CFT [34] (see also [30, 86] for results on the decomposition of this tensor product).
However, states of this sort cannot be thought of as local data of wedge states, corresponding to solutions in $\mathcal{M}$ (4.21), but rather as local data of singular black-hole-like solutions (4.28). This will be checked later on, but evidently $\kappa_\mu$ is not an element of $so(2,3)$, while, as stated before, wedge modes and particle modes are elements of the same indecomposable module $\mathfrak{M}$ of $so(2,3)$ (4.21). Twisted projectors are instead singular (distributions) on $\mathcal{Y}$. For instance, the operators that maps the singleton and anti-singleton ground states into one another are represented by the Weyl ordered symbol (from (4.57) and (A.14))

$$\mathcal{P}_\pm \equiv \mathcal{P}_\pm \ast \kappa_\mu = 8\pi \delta^2(y + i\sigma_0\bar{y}).$$

(4.74)

Moreover, by its definition $L_+ \ast \mathcal{P}_\pm = 0 = L_+ \ast \mathcal{P}_\pm$, even though they are not lowest or highest-weight states in the twisted-adjoint sense.

An operator realization for the wedge modes was found in [46, 30]$.^24$ For instance, the elements corresponding to (4.24) and (4.25) are

$$T_{0,(0)} = \frac{\sinh 4E}{4E}, \quad (T_{0,(1)})_r = \frac{3}{(4E)^3} P_r \left( \cosh 4E - \frac{\sinh 4E}{4E} \right),$$

(4.75)

as we shall verify in Section 4.6.1. Note that these are regular twistor-space elements, differently from the $\mathcal{P}_n$.

An expansion (4.56) in $\mathcal{M}(E,J)$ thus incorporates massless scalar particle and spherically-symmetric black-hole states, and the reality conditions (2.26) (together with the property that $\mathcal{P}_n'(E) \ast \kappa_\mu \bar{\kappa}_\nu = (-1)^n \mathcal{P}_n(E)$ [34]) dictate that particles should be accompanied by anti-particles, $\bar{v}_+ = \bar{v}_-$, and that $v_+ = (-1)^n v_-$ (i.e., $v_\mu = i^\mu \mu_\mu$, where $\mu_\mu \in \mathbb{R}$).

**Conformal basis.** The choice $\mathcal{M}(iP,iB)$ leads to a completely parallel construction with $iP$ instead of $E$ as principal Cartan generator and the boost $iB$ in place of $J$. Identifying, for simplicity$^25$, $iP$ with $iP_3$, the lowest/highest vectors

$$\mathcal{P}_\pm (iP) = 4e^{\mp i(P)}$$

(4.76)

satisfy

$$[iP, \mathcal{P}_\pm]_\mp = iP \ast \mathcal{P}_\pm \ast iP = \pm \mathcal{P}_\pm , \quad [M_m, \mathcal{P}_\pm]_\mp = 0 ,$$

(4.77)

$m, n = \{0, 1, 2\}$, and are respectively annihilated by the combinations $T_m := M_m - P_m$,

$$[T_m, \mathcal{P}_\pm]_\mp = 0 ,$$

(4.78)

and $K_m := M_3 + P_m$,

$$[K_m, \mathcal{P}_\pm]_\mp = 0$$

(4.79)

$^24$In the same reference, a composite origin for the wedge states (and, in fact, for the full compact twisted adjoint module) was suggested in terms of *angletons*, more complicated than the one of particle states in terms of singletons as it involves a quotient over certain equivalence relations. For details, see [30].

$^25$This is of course purely conventional, and one could rather work more covariantly by introducing the embedding vectors $(L^a_i, L^a_\pm)$ with $L^a_i L^b_i = \varepsilon = \{1,1\}$, $L^a_i L^b_\pm = 0$, $L^a_i L^b_\pm = \eta_{ij} = (+, +, -\varepsilon)$, with principal Cartan generator $L^a \bar{P}_a$, distinguishing between compact and conformal basis via the choice of timelike or spacelike embedding vector $L^a$. The embedding of the remaining generators in compact of conformal basis then involves defining $M_j = L^a_i \bar{P}_a M_{ij}$ and raising/lowering operators $(L^a M_{a \delta} + \bar{P}_a P_{\delta}) L^a_j$ (see also [46, 36]).
where we note that $\pi(K_m) = T_m$.

Choosing to embed the boundary conformal algebra in such a way that all its generators are hermitian, one can identify the dilatation generator $D = P_3$, with eigenvalue $\Delta$, with respect to which $K_m$ is the $\Delta$-lowering operator, generator of the special conformal transformations, and $T_m$ is the $\Delta$-raising operator, generator of the boundary commuting translations. The corresponding commutation relations read as in (A.9)-(A.12) and $4e^{\mp iP}$ are highest-$(\mathcal{P}_1)$ and lowest-weight $(\mathcal{P}_{-1})$ states with respect to $D$. We shall stick to this definition from now on.

All states created via the action of $(K_m, T_m)$ on $4e^{\mp iP}$ are organized in representations $\mathcal{D}(\Delta_0, (s_0))$ bounded from below/above in the eigenvalue $\Delta$ of $D$, and with the $\mathfrak{so}(1,2)$-spin $s$ as second label, with $|\Delta| > s$. In other words, these $\mathfrak{so}(2,3)$ moduli are naturally sliced with respect to the so-called conformal basis $\mathfrak{so}(1,1)|_p \oplus \mathfrak{so}(1,2)|_{\mathcal{M}_m}$ [84]. Note that in $\mathcal{M}(iP,iB)$ the $\pi$-map exchanges highest- and lowest-weight submodules, i.e., reverses the sign of $\Delta$.

Generic projectors $P_{n,m}$ depend on both $iP$ and $iB$, whereas symmetry-enhanced projectors $\mathcal{P}_n(iP)$, defined as in (4.55) with $K_{(q)} = iP$, have the same full boundary Lorentz-symmetry as $\mathcal{P}_{\mp 1}$. Twisted projectors $\tilde{\mathcal{P}}_n$ of $\mathcal{M}(iP,iB)$ satisfy

$$D \ast \tilde{\mathcal{P}}_n(iP) - \tilde{\mathcal{P}}_n(iP) \ast \pi(D) = [D, \mathcal{P}_n(iP)]_\ast \kappa_y = 0 \;,$$

(4.80)

i.e., have conformal weight $\Delta = 0$, are 3D-Lorentz scalars, and are distributions in $Y$. In particular,

$$\tilde{\mathcal{P}}_{\mp 1} \equiv \mathcal{P}_{\mp 1}(iP) \ast \kappa_y = 8\pi \delta^2(y \mp \sigma_3 \bar{y}) \;,$$

(4.81)

and are annihilated from the left and from the right by $K_n(\tilde{\mathcal{P}}_{-1})$ and $T_m(\mathcal{P}_1)$. Here, too, one can define analogues of the wedge states (4.75), the interpretation of which we leave for future work.

The expansion (4.56) on $\mathcal{M}(iP,iB)$ requires, via (2.26) and $\mathcal{P}_n(iP) \ast \kappa_y \bar{\kappa}_y = (-1)^{n-1} \mathcal{P}_n(iP)$, $\tilde{\kappa}_y = \bar{\kappa}_y$, and that every $\tilde{\mathcal{P}}_n$ be accompanied by a $\mathcal{P}_{-n}$, with $\kappa_y = (-1)^{n-1} \bar{\kappa}_{-n}$.

The “Wick-rotation” that connects solutions of the Klein-Gordon equation in spherical coordinates and Poincaré coordinates, that we examined in Section 4.2, can be here shown more precisely, at the level of fibre elements that generate those solutions via unfolding. Indeed, the compact $(E,M_{rs},L_3^\pm)$ and non-compact split $(D,M_{mn},K_m,T_m)$ of $\mathfrak{so}(2,3)$ are related [84] (see also [7]) by a similarity transformation via a non-unitary operator that, with the above choice of embedding, corresponds to $e^{L_3^\pm}$. One can show, in particular, that $(i,j = \{1,2\})

$$e^{L_3^+} \ast P_3 \ast e^{-L_3^+} = i \left(E - \frac{1}{2} L_3^3\right) , \quad e^{L_3^+} \ast M_{ij} \ast e^{-L_3^+} = M_{ij} \;,$$

(4.82)

$$e^{L_3^+} \ast M_{0i} \ast e^{-L_3^+} = i M_{0i} + \frac{1}{2} L_i^3 , \quad e^{L_3^+} \ast K_0 \ast e^{-L_3^+} = \frac{1}{2} L_3^3 , \quad e^{L_3^+} \ast K_i \ast e^{-L_3^+} = \pm \frac{1}{2} L_i^3 \;,$$

(4.83)

and that the highest/lowest-weight states in the two basis are connected via

$$e^{-L_3^3} \ast e^{\mp 4EP} \ast \pi(e^{L_3^3}) = e^{-L_3^3} \ast e^{\mp 4EP} \ast e^{L_3^3} \propto e^{\pm 4iP} \;.$$

(4.84)

4.5 **Regular Presentation**

The enveloping-algebra realization (4.55) of the projectors ensures their idempotency, but results in a divergent star product between states with positive and negative $K_{(q)}$-eigenvalue. As
shown in [31], this is due to the divergence arising from the star product between Fock and anti-Fock space elements,

\[ e^{-2\eta w} \star e^{-2\eta' w} = \frac{1}{1 + \eta \eta'} e^{-\eta + \eta'} w, \quad \eta, \eta' = \pm 1. \tag{4.85} \]

Therefore, local data of the form (4.55), while suitable for encoding linear solution to the equations, cannot be used to proceed at higher orders in the perturbative expansion (3.69), since repeated star products of \( \Psi' \) would give rise to divergencies – unless one restricts the expansion (4.56) to elements that only have regular star product among themselves.

This problem can be solved by adopting a different presentation for the \( \mathcal{P}_n \) that, while equivalent at the linearized level, has the advantage of regularizing the star products (see [31, 34, 36, 37, 38]),

\[ \mathcal{P}_n(K_{(q)}) = 2(-1)^{n-1} \epsilon_n \oint_{C(\epsilon_n)} \frac{d\eta}{2\pi i} \left( \frac{\eta + 1}{\eta - 1} \right)^n e^{-\eta K_{(q)}}, \quad n = \pm 1, \pm 2, \ldots, \tag{4.86} \]

where the contour integral is performed around a small contour \( C(\epsilon_n) \) encircling \( \epsilon_n := n/|n| \). Evaluating the residue gives back (4.55). However, evaluating star products before the auxiliary closed-contour integral, it is possible to achieve orthonormality. Indeed, using (4.85), and defining \( u := (\eta + \eta')/(1 + \eta \eta') \) at fixed \( s \in C(\epsilon) \), one finds

\[ \mathcal{P}_n \star \mathcal{P}_m = 4(-1)^{m-1} \epsilon_m \oint_{C(\epsilon)} \frac{d\eta}{2\pi i} \left( \frac{\eta + 1}{\eta - 1} \right)^{m-1} \oint_{C(\epsilon)} \frac{du}{2\pi i} \left( \frac{u + 1}{u - 1} \right)^m e^{-4u K_{(q)}} = \delta_{nm} \mathcal{P}_m. \tag{4.87} \]

As for the twisted projectors \( \mathcal{T}_n \) built from \( \mathcal{P}_n(E) \) and \( \mathcal{P}_n(iP) \), the regular presentation is given by

\[ \mathcal{T}_n := \mathcal{P}_n(K_{(q)}) \star \kappa_y = 4\pi (-1)^{n-1} \epsilon_n \oint_{C(\epsilon)} \frac{d\eta}{2\pi i} \left( \frac{\eta + 1}{\eta - 1} \right)^n \delta^2(v - i\eta \bar{v}), \tag{4.88} \]

where \( v_\alpha^{\beta} = (\sigma_0)_\alpha^{\beta} \) for \( E \) and \( v_\alpha^{\beta} = i(\sigma_3)_\alpha^{\beta} \) for \( iP \). With the help of such regular presentations, projectors and twisted projectors indeed form an subalgebra of (4.44), containing an ideal spanned by the projectors, viz.

\[ \mathcal{P}_n \star \mathcal{P}_m = \delta_{nm} \mathcal{P}_n, \tag{4.89} \]

\[ \mathcal{P}_n \star \mathcal{T}_m = \delta_{nm} \mathcal{T}_n, \tag{4.90} \]

\[ \mathcal{T}_n \star \mathcal{P}_m = \delta_{n-m} \mathcal{T}_n, \tag{4.91} \]

\[ \mathcal{T}_n \star \mathcal{T}_m = \delta_{n-m} \mathcal{T}_n. \tag{4.92} \]

Let us consider first the compact case \( \mathcal{M}(E,J) \). The roles of projectors and twisted projectors, as local data of massless particle and black-hole solutions, respectively, in the expansion (4.56),

\[ ^{26}\text{This is permitted by reality conditions e.g. for expansions (4.56) only on black-hole states (}\nu_n = 0\text{) and either }\nu_{n>0} = 0\text{ in }\mathcal{M}(E,J)\text{[31, 32]}. \]

\[ ^{27}\text{If } \epsilon = \epsilon' \text{ then } u \in C(\epsilon') \text{ provided } |\eta' - \epsilon'| << 1 \text{ and } |\eta - \epsilon| << 1 \text{ while if } \epsilon = -\epsilon' \text{ then } u \in C(\epsilon') \text{ provided } |\eta' - \epsilon'| << |\eta - \epsilon| << 1. \]

36
are reversed in the expansion of the adjoint local datum $\Psi' = \Phi' \star \kappa = \sum_n(\overline{v}_n \widetilde{\mathcal{P}}_n + v_n \mathcal{P}_n)$. Hence, using (4.89)-(4.92) in computing the non-linear corrections (3.69), one concludes that, as expected, the black-hole sector closes on itself (due to (4.89)), whereas massless particles generate black-hole modes via interactions, starting at second order\(^{28}\). It is important to note that, endowed with the above regular presentation, the solution space $\mathcal{M}(E,J)$ can be elevated to an exact solution via the expansion (3.68)-(3.70), as its elements generate an (associative) star-product algebra $\mathcal{A}(\mathcal{Y}_4)$ which can be further extended with the algebra of the $v_n(z)$ without losing associativity $^{[31, 34]}$.

The same can be repeated for $\mathcal{M}(iP,iB)$. However, using (4.86) for the $\mathcal{P}_n(iP)$, local data for bulk-to-boundary propagators, has some undesirable consequence\(^{30}\). The regular presentation above was used in $^{[31, 32, 34, 35, 38]}$ to deal with the simple structure of the rotationally-invariant particle and black-hole modes (as well as for solutions of cosmological interest with scalar profiles on $(A)dS$ background in $^{[36]}$), reproducing their orthogonality by means of higher-spin invariant quantities$^{31}$. In fact, the simple small-contour integral presentation reviewed above needs to be modified in order to be extended to the most general non-diagonal operator $P_{\mu_1/\mu_2}$ (see $^{[37]}$ for more comments and $^{[30, 85]}$ for more general integral presentations). Moreover, as we have seen, the regular presentation may have to be adapted to the solution space in exam — for instance, to the compact/non-compact nature of the principal Cartan generator, which is related to the existence of normalizable solution spaces with elements distinguished by discrete/continuous parameters — in such a way that it is compatible with all the observable features of the solutions.

### 4.6 Spacetime dressing of the fibre modules

We shall now reconstruct the spacetime dependence of the solutions in compact and conformal basis by star-multiplying the local data obtained in the previous Section with the gauge function as in (3.51) (or, equivalently, (3.54)). We will thereby verify that the fibre elements that we have studied — and put in correspondence with particle, black-hole modes, etc. purely on the basis of an algebraic state/operator correspondence — are indeed the “seed” of the solutions in Sections 4.1 and 4.2. The choice of coordinates can be encoded via the choice of vacuum gauge function (3.6)-(10.2).

\(^{28}\)It will be interesting to see if and how these conclusions will be altered in moving to the $G$-gauge via perturbative corrections to the vacuum gauge function.

\(^{30}\)This happens because both the projector and twisted projector basis and the $Z$-dependent coefficients $v_n(z)$ separately self-replicate under star product, preserving associativity — with the only proviso that star products have to be performed before auxiliary integrations. The proof of associativity within our solution space, however, does not necessarily rely on the factorization of the Ansatz. As specified in $^{[34]}$, the factorized form only speeds up the calculations, but one can equally well first take the star products among $Y$-dependent and $Z$-dependent factors together and then work with primed fields in normal ordered basis. The associativity within the solution space can still be checked in this way.

\(^{31}\)It has been observed that the gauge-invariant quantity $\text{Tr}(\Psi(x_1) \star \Psi(x_2))$ reproduces the correct boundary two-point functions $^{[67, 42, 68]}$, with their physical divergence at colliding points. For $x_1 \rightarrow x_2$, by cyclicity the calculation reduces to computing a trace of the star product of a $\mathcal{P}_n$ and its $\pi$-conjugate $\mathcal{P}_n$. Hence, in order to keep this divergence one should either not use (4.86) but rather the simpler (4.55), which would not enable to use (3.69) to dress bulk-to-boundary propagators into a fully non-linear solution, or resort to a different integral presentation of the regular $\mathcal{M}(iP,iB)$ solution space.

\(^{32}\)The simplest such invariant is $\text{Tr}(\Psi' \star \Psi')$ $^{[46, 30, 66, 62, 38]}$, which was used to define an inner product on the massless particle modules already in $^{[30]}$. 
On the basis of the representation theory studied in the previous Section, we expect that solutions belonging to lowest/highest-weight spaces, i.e., composite-massless scalar modes in compact basis and composite-massless scalar bulk-to-boundary propagators and their descendants in conformal basis, will be obtained from applying (3.50) to the regular fibre elements

\[ \Phi_{\text{reg}}^{(1)}(Y) = \sum_n \bar{\nu}_n \mathcal{P}_n, \]  

(4.93)

where \( \mathcal{P}_n = \mathcal{P}_n(E) \) and \( \mathcal{P}_n = \mathcal{P}_n(iP) \), respectively; while singular solutions, i.e., black-hole modes in compact basis and singular solutions with vanishing scaling dimension in conformal basis, from the singular elements

\[ \Phi_{\text{sing}}^{(1)}(Y) = \sum_n \nu_n \mathcal{P}_n \ast \kappa_y, \]  

(4.94)

again with \( \mathcal{P}_n = \mathcal{P}_n(E) \) and \( \mathcal{P}_n = \mathcal{P}_n(iP) \), respectively. Therefore, the Weyl zero-forms that we shall examine are

\[ \Phi_{\text{reg}}^{(1)}(x, Y) = \sum_n \bar{\nu}_n L^{-1} \ast \mathcal{P}_n \ast \pi(L) = \sum_n \bar{\nu}_n \mathcal{P}_n^L \ast \kappa_y, \]  

(4.95)

\[ \Phi_{\text{sing}}^{(1)}(x, Y) = \sum_n \nu_n L^{-1} \ast \mathcal{P}_n \ast \pi(L) = \sum_n \nu_n \mathcal{P}_n^L \ast \kappa_y, \]  

(4.96)

where we recall the notation for the adjoint rotation of a purely \( Y \)-dependent Weyl-ordered symbol \( f^L(x, Y) := L^{-1} \ast f(Y) \ast L \) and we are using the property (2.22) that \( \pi(f(x, Y)) = \kappa_y \ast f(x, Y) \ast \kappa_y \).

Recalling that, due to condition (4.40), \( K_{(a)} \) is just one specific \( AdS_4 \) isometry generator (up to a sign, \( K_{(a)} \) is one of the \( (\Gamma_{AB})_{a\bar{b}} \) matrices), the universal form for the two building blocks of (4.95)-(4.96) can be written as

\[ \mathcal{P}_n^L \ast \kappa_y = \mathcal{P}_{\eta, n} \frac{1}{\det A} \exp (i \eta M \bar{Y}), \]  

(4.97)

\[ \mathcal{P}_n \ast \kappa_y = \mathcal{P}_{\eta, n} \frac{1}{\sqrt{\det \mathcal{X}^L}} \exp \left[ -\frac{1}{2\eta} (\mathcal{X}^L)^{-1}y + i\eta (\mathcal{X}^L)^{-1}y \bar{Y} - \frac{\eta}{2} \frac{1}{2} (\mathcal{X}^L)^{-1}y \bar{Y} \right], \]  

(4.98)

where \( (\mathcal{X}^L)^{-1}_{a\bar{b}} = -\frac{\mathcal{X}^L_{a\bar{b}}}{\det \mathcal{X}^L} \), we have introduced the shorthand notation

\[ \mathcal{P}_{\eta, n} = 2(-1)^{n-1} \epsilon_n \int_{C(\epsilon_n)} \frac{d\eta}{2\pi i} \left( \frac{\eta + 1}{\eta - 1} \right)^n, \]  

(4.99)

\( M_{\alpha}{}^\beta := (A^{-1}B)_{\alpha}{}^\beta \) and \( A_{\alpha}{}^\beta \) and \( B_{\alpha}{}^\beta \) are matrices resulting from the \( L \)-rotation of the argument of the delta function in (4.88), \( y^L - i\eta \mathcal{X}^L_{a\bar{b}} := Ay + B\bar{Y} \) (see (A.39)-(A.41) for the rotated oscillators in stereographic and Poincaré coordinates, and [31, 32, 34, 37, 38] for more details on each step of the calculation).

### 4.6.1 Lowest/Highest-Weight Modules

The expansion of \( \Phi_{\text{reg}}^{(1)} \) in \( Y \) only contains equal powers of \( y_a \) and \( \bar{y}_{\bar{a}} \), i.e., all Weyl tensors of spin 1, 2, 3, ... vanish and the coefficients of the expansion correspond to a scalar field — corresponding to \( \Phi_{\text{reg}}^{(1)}(x, 0) = \mathcal{P}_{\eta, n} \frac{1}{\det A} \), which is regular everywhere for particles — plus all its on-shell non-trivial derivatives.
Particle modes. In particular, for the lowest-weight scalars \( \mathcal{O}(1, (0)) \) and \( \mathcal{O}(2, (0)) \) (corresponding to \( n = 1, 2 \)) in the particle case \( (K_q = E) \), \( \langle \text{det} A \rangle^{-1} \) gives exactly (4.35), with \( L = L_{\text{spherical}} \) or equivalently (4.1) with \( L = L_{\text{stereo}} \). The general result reads, in stereographic coordinates,

\[
\Phi_{\text{reg}}^{(1)}(E^L) = (1 - x^2) \sum_{n \neq 0} \mu_n \mathcal{O}_{\eta, n} \frac{e^{i y M(x, \eta)f}}{1 + 2i \eta x^0 + \eta^2 x^2},
\]

(4.100)

where

\[
M_{\alpha\beta} := f_1(x, \eta)x_{\alpha}\beta - if_2(x, \eta)(\sigma_0)_{\alpha\beta},
\]

(4.101)

\[
f_1 := \frac{1 - 2i \eta x^0 + \eta^2}{1 - 2i \eta x^0 + \eta^2 x^2}, \quad f_2 := \frac{1 - x^2}{1 - 2i \eta x^0 + \eta^2 x^2},
\]

(4.102)

All the other rotationally-invariant (anti-)particle modes can be obtained from (4.100) by computing the residues of the integrals in \( \mathcal{O}_{\eta, n} \) at varying \( n \). We refer to [34, 38] for the detailed steps.

Bulk-to-boundary propagators. Adapting the same steps to projectors with \( K_q = iP \), massless scalar bulk-to-boundary propagators can be obtained (connected to the particle modes via the non-unitary transformation (4.84)). The general solution, e.g., in Poincaré coordinates, takes the form

\[
\Phi_{\text{reg}}^{(1)}(iP^L) = \sum_n \sqrt{n+1} \mathcal{O}_{\eta, n} \frac{4z}{[(1 + \eta) + (1 - \eta)z]^2 + (1 - \eta)^2 x^m x_m} \exp(i y M\tilde{y}),
\]

(4.103)

where

\[
M_{\alpha\beta} = \frac{1}{2} \frac{z}{z^2 + \eta^2 x^m x_m} \left\{ \begin{array}{c}
(1 + \eta) + (1 - \eta) \frac{\eta^2 - x^m x_m}{z} (\sigma_3)_{\alpha\beta} \\
- \eta (1 + \eta) - 2(1 - \eta) \frac{x^m (\sigma_m)_{\alpha\beta}}{z}
\end{array} \right\},
\]

(4.104)

which generalizes the \( n = -1 \) case of [40, 41, 42] (that can be obtained from (4.103)-(4.104), up to an overall factor, by simply setting \( \eta = -1 \)) and incorporates it into the general formalism of Section 4.3. Indeed the cases \( n = -1, -2 \) correspond to the scalar bulk-to-boundary propagators (4.32), and one can also easily check that the cases \( n = 1, 2 \) correspond to their counterparts under inversion (4.33), all appearing here with their \( \mathfrak{so}(1, 2) \)-invariant descendants. As the \( n > 0 \)- and \( n < 0 \)-sectors are connected via the \( \pi \)-map, it becomes clear that, in conformal basis, the latter essentially implements a coordinate inversion — not surprisingly, since here \( n \) is the eigenvalue of \( D = P_3 \), corresponding to the Killing vector that extracts the scaling dimension in the Poincaré patch (3.18).

Wedge modes. Incidentally, even though in this paper we do not attempt to find the non-linear completion of the wedge modes\(^{32}\), for completeness we present explicitly the calculation showing that the initial datum \( \Phi' = \sinh(4E)/4E \) corresponds to the static, rotationally-invariant wedge mode \( \phi_{0,(0)} = \xi / \tan \xi \). Indeed, using

\[
\Phi_{0,(0)} := \frac{\sinh(4E)}{4E} = \frac{1}{2} \int_{-1}^{1} d\tau e^{4\tau E},
\]

(4.105)

\(^{32}\)What sets this problem slightly outside the scope of the present work is that, apparently, the non-linear corrections in the internal connection require a different type of regular presentation than the naive one we use here based on an open-contour integral (see, e.g., [30]). We hope to complete this analysis in a future work.
the calculation of the \(x\)-dependent Weyl zero-forms proceeds in the same way as for the particle sector\(^{33}\), since

\[
L^{-1} * e^{\mathcal{A}E} \ast \pi(L) = \delta^2(y^L + i \tau \sigma_0 y^L) * K_y = \frac{1 - x^2}{1 + 2i \tau x_0 + \tau^2 x^2} e^{i \eta N(x, \tau) y} ,
\] (4.106)

and

\[
\Phi_{0,(0)} = \frac{(1 - x^2)}{2} \int_{-1}^{1} \frac{e^{i \eta N_{\alpha \beta}(x, \tau) y_{\beta}}}{1 + 2i \tau x_0 + \tau^2 x^2} d\tau ;
\] (4.107)

where \(N(x, \tau) = M(x, -\tau)\). This is again a scalar Weyl zero-form (containing a scalar field and all its on-shell nontrivial derivatives), and in particular the scalar field is obtained from \(\Phi_{0,(0)} \big|_{y=0} \) as

\[
\phi_{0,(0)} = \frac{1 - x^2}{2 \sqrt{x^2 x_k}} \arctan \frac{2 \sqrt{x^k y_k}}{1 - x^2} = \frac{\xi}{\tan \xi} = \arctan r = \frac{\pi}{2} - \arctan r ,
\] (4.108)

\(k = 1, 2, 3\).

### 4.6.2 Singular solutions

Singular solutions are instead obtained from \(\Phi_{\text{sing}}^{(1)}\), where now the singularity comes from the zeroes of the determinant of the Killing two-form matrix \(\varkappa_{\alpha \beta}^L(x)\) (see eq. (3.15)). That the latter vanishes at certain spacetime points can be traced back to the fact that the original, unrotated \(K_{(q)\alpha \beta}\) matrix, for solutions with principal Cartan generators \(E\) and \(iP\), is purely off-diagonal, hence \(\varkappa_{\alpha \beta}^L\) vanishes at the unfolding point\(^{34}\). The (selfdual part of the) Killing two-form \(\varkappa_{\alpha \beta}^L(x)\) can be written in canonical form on the basis of its eigenspinors \((u^+_{(K_{(q)\alpha})}, u^-_{(K_{(q)\alpha})})\), \(u^+_{(K_{(q)\alpha})}, u^-_{(K_{(q)\alpha})}\) = 1 [31], as

\[
\varkappa_{\alpha \beta}^L \propto \sqrt{\det \varkappa_{\alpha \beta}^{(K_{(q)})}}(x) , \quad \varkappa_{\alpha \beta}^{(K_{(q)})} := 2 u^+_{(K_{(q)\alpha})}(a) u^-_{(K_{(q)\alpha})}(\beta) ,
\] (4.109)

(analogously for the anti-selfdual components). The \(Y\)-expansion of \(\Phi_{\text{sing}}^{(1)}\) contains a tower of spin-\(s\) Weyl tensors and all their derivatives for all \(s = 0, 1, 2, \ldots\).

**Black-hole modes.** For twisted projectors based on \(E\), \(\det \varkappa^L = -r^2\), in spherical coordinates. Thus, the Weyl tensor generating function extracted from (4.96) and (4.98) is

\[
\Phi_{\text{sing}}^{(1)}(E^L) \bigg|_{y=0} = \frac{1}{i r} \sum_{n \neq 0} \nu_n \rho_n \frac{1}{\eta} \exp \left( \frac{1}{2 \rho} \gamma^{\alpha \beta} \rho^{(E)}_{\alpha \beta} \right) ,
\] (4.110)

(analogously for the anti-selfdual components) leading to type-D spherically-symmetric spin-\(s\) Weyl tensors of the form

\[
C_{\text{bh, n, } a(2s)}^{(1)} \sim \frac{\rho^{n-1}}{\rho + 1} \left( u^+_{(E)} u^-_{(E)} \right)^2 a(2s) ,
\] (4.111)

\(^{33}\)In fact, one immediately notes that the scalar static wedge mode has a twistor-space representative very similar to that of the scalar particle state \(\phi_{1,(0)}\), with the difference that the closed-contour integral (4.86) is here substituted by an open-contour integral with a continuous parameter \(\tau\) varying over an interval on the real line. Indeed, both types of twistor-space elements can be subsumed under a common contour-integral presentation [30].

\(^{34}\)This is of course only true for families of solutions with \(\pi\)-odd principal Cartan generators. For \(\pi\)-even ones the Killing two-form is non-degenerate at the unfolding point, even though, according to the compact or non-compact nature of the principal Cartan generator, it may still degenerate on some other spacetime surface [31, 37].
coinciding with (4.28), from each twisted projector \( \hat{\mathcal{P}}_n \). Note that twisted projectors of energy level \( n \) odd (even) contribute electric (magnetic) Weyl tensors. It will be interesting to elaborate further on the nature of the mass-like parameter that turns on each individual spin-\( s \) Weyl tensor, a linear combination of the deformation parameters \( v_n \), coming from the sum over \( n \) in (4.110), which is related to asymptotic charges \([87]\) — a task that we postpone to a future publication. At any rate, as expected, \( \Phi^{(1)}_{\text{sing}}(E^L) \) contains the AdS-Schwarzschild Weyl tensor (for \( s = 2 \)) and, by bringing the Killing two-form on canonical basis \([83]\) and referencing therein) accompanied by its counterparts for all integer spins, and each individual Weyl tensor blows up at \( r = 0 \). See \([31, 32, 34, 38]\) for extended and more detailed results.

**Singular solutions with vanishing scaling dimension.** Finally, singular solutions with vanishing scaling dimension like (4.34) are obtained from (4.96) and (4.98), where in this case \( \det z^L = \frac{x^m x_m}{z^2} \), in Poincaré coordinates. In the Poincaré patch, denoting \( x^2 := x^m x_m \), (4.96) specialized to \( i\mathcal{P} \) as principal Cartan generator reads

\[
\Phi^{(1)}_{\text{sing}}(i\mathcal{P}) = \sum_n v_n \partial_{\eta_n} \frac{iz}{\eta \sqrt{x^2}}
\times \exp \left[ -\frac{iz}{2x^2} \left( \frac{1}{\eta} x^\alpha \eta \sigma_{m3} y + \eta x^\alpha \eta \sigma_{m3} y \right) + i \left( y \sigma_{3} - \frac{z}{x^2} x^\alpha \eta \sigma_{m} \right) \right] \quad (4.112)
\]

and, by bringing the Killing two-form on canonical basis \([31]\), it is possible to extract a tower of type-D Weyl tensor for every \( n \) of the form

\[
C^{(1)}_{\Delta=0,n,\alpha(2s)} \sim v_n \left( \frac{z}{\sqrt{x^2}} \right)^{s+1} (u_{(i\mathcal{P})}^+)^{\alpha}(u_{(i\mathcal{P})}^\dagger) \quad (4.113)
\]

all having vanishing scaling dimension, a “Wick-rotated” counterpart of the static solutions (4.111). As anticipated, these solutions correspond to factorized combinations \( z^{s+1} \phi_{m_1 \ldots m_2} (x) \) where \( \phi_{m_1 \ldots m_2} (x) \) solves the boundary wave equation, being of the form \( \frac{1}{(\sqrt{x^2})^{s+2}} x_{\{m_1 \ldots m_2\}} \), where \( \{ \ldots \} \) denotes traceless projection\(^{35}\). This is a direct consequence of the fact that d’Alembertian operator on Weyl tensors \( C_{\alpha(s),b(s)} (z, \mathcal{X}) \) splits into a piece that purely acts on the \( z \)-dependence plus another that only acts on the \( x \)-dependence, \( z^{s+1} \partial_{\eta_n} \) (as in (4.30) for the scalar case), and that the factor \( z^{s+1} \) solves the equation on its own. In order to have total scaling dimension \( \Delta = 0 \), \( \varphi (x) \) must therefore solve the boundary wave equation and have scaling (mass) dimension \( s + 1 \), leading to the form above. \( \phi_{m_1 \ldots m_2} (x) \) with \( s \geq 1 \) are also descendents, via \( \partial_{m_3} \), of the \( s = 0 \) solution \( \frac{1}{\sqrt{x^2}} \) which essentially gives the massless scalar propagator in the flat \( (1+2) \)-dimensional boundary.

**Resolution of curvature singularities.** The construction of solutions via unfolding and their embedding into higher-spin gravity provides some interesting insight on representation-theoretic properties of bulk solution spaces and on their boundary CFT duals. In fact, as we have seen, reformulating the Klein-Gordon and the Bargmann-Wigner equations as covariant constancy conditions on the twisted-adjoint zero-form, besides packaging all solutions together in a higher-spin covariant fashion, also implies a correspondence between spacetime and the fibre-space behaviour of the

\(^{35}\)This index structure is a consequence of the fact that the spin-\( s \) Weyl tensor obtained from (4.112) is of the form \( C_{\alpha(2s)} \propto \frac{1}{(\det x^2)^{s+2}} (\mathcal{D}_L)^{\alpha}_{(i\mathcal{P})} \) and the indices of the Killing two-form are carried by \( \sigma_{m3} \), thereby reducing the indices of the first row of the Weyl tensors’ Young diagram to be purely \( so(1,2) \) indices.
solutions. The arranging of solutions into $\mathfrak{so}(2,3)$-modules is reproduced in the $Y$-fibre in terms of the action of the rigid $AdS_4$ isometry generators acting on the fibre-space counterparts $\Phi(Y)$ of the solutions. This has the advantage of offering a purely algebraic setup for investigating certain properties of the solution space, such as their decomposability: for instance, in such setup it was possible to recognize the indecomposable structure of the regular twisted-adjoint module, revealing that, e.g., particle states can be generated from (in general non-normalizable) wedge states [30]. Moreover, the properties of the fibre elements under separate left and right action of the algebra store information about the nature of the boundary CFT duals of the corresponding bulk solutions: in the most familiar example, fibre elements encoding massless (anti-)particle modes are operators on the (anti-)singleton Hilbert space. Hence, as shown explicitly in [30], they can be reflected into specific states belonging to the tensor product of two singleton, in a different version of the Flato-Fronsdal theorem. However, as we have reviewed here, one can now apply the same procedure to the fibre elements encoding singular solutions, such as black-hole modes, which suggests that their CFT duals should be obtained from the tensor product of singleton and anti-singleton irreps [34]. And in principle similar considerations can be repeated for any slicing one chooses of $\mathfrak{so}(2,3)$-modules.

The spacetime-fibre mapping that the unfolded procedure encodes becomes particularly interesting for the singular branch of solutions. While the regular solutions are encoded in regular (yet non-polynomial) elements on $\mathcal{Y}_4$, the fibre counterparts of singular solutions are distributions, delta functions in $Y$ and derivatives. Indeed, it is easy to see from the form of $\Phi^{(1)}_{\text{sing}}(x,Y)$ that, approaching the regions where $\det \mathcal{L}(x)$ vanishes, the twisted adjoint field (4.98) for singular solutions resembles a delta sequence: away from the surface $\det \mathcal{L}(x) = 0$, the Weyl zero-form is a smooth Gaussian function of the oscillators, while it approaches a Dirac delta function on $\mathcal{Y}_4$ in the $\det \mathcal{L}(x) \to 0$ limit. Indeed, rearranging the exponent in (4.98) in terms of modified oscillators $\tilde{y}_\alpha := y_\alpha - i\eta_{(4)} (v^\alpha)_{\eta}$ [31, 37, 38], and with $\tilde{v}^\alpha = u^{\alpha}_{(\kappa)}(\tilde{y}_\alpha)$, each term in the sum (4.96) is proportional to

$$O_{n,\eta} \frac{1}{\sqrt{\det \mathcal{L}}} \left( i \frac{\tilde{y}^\dagger \tilde{y}}{\sqrt{\det \mathcal{L}}} \right) \quad \text{as} \quad \det \mathcal{L} \to 0 \quad O_{n,\eta} 2\pi \delta^2(\tilde{y}) , \quad (4.114)$$

where $\tilde{y}_\alpha := \tilde{y}_\alpha |_{\det \mathcal{L} = 0} = y_\alpha - i\eta (v^\alpha)_{\eta}$. So unfolding trades curvature singularities for a distributional behaviour in $Y$. However, unlike the delta function on a commutative space, a delta function in the non-commutative $Y$-space, thought of as a symbol for an element of a star product algebra, is smooth. In other words, the singularities of a tower of Weyl tensors can be handled better once mapped to the fibre, as the resulting distributions have good star-product properties and can be considered elements of an associative algebra\textsuperscript{36}, see [31, 34, 36, 37]. In particular this means that, at a

\textsuperscript{36}In fact, one may further speculate that a delta function of the oscillators could be considered to some extent equivalent to a bounded function (which would give an even stronger meaning to the notion of resolution of curvature singularities) in the sense that, on a non-commutative space, a change in the ordering prescription can turn a delta function into a smooth symbol (for instance, an exponential in normal ordering on $Y$ [31]). Changes of ordering are formally part of the gauge transformation that leave the classical observables of the Vasiliev system invariant (with important subtleties that are currently being studied [80, 38]). So in such view, resolution of curvature singularities in higher-spin gravity would amount to saying that the latter are simply an artifact of the ordering choice for the infinite-dimensional symmetry algebra governing the Vasiliev system.
curvature singularity, the Weyl 0-form master field and associated higher-spin invariant quantities are still well-defined, even though the coefficients of their expansion in $Y$ are not.

Summarizing, the examples here treated suggest that we can describe Vasiliev’s higher-spin gravity as a theory in which higher-spin geometries are properly described only via master fields. At generic points on the base manifold, they are real-analytic in fibre coordinates, and the coefficients of their power series expansion in $Y$ are bounded component fields which, in weak-field regions, satisfy Fronsdal’s equations. At special surfaces they can approach non-analytic functions (and distributions) in $Y$ but remain well-defined as star product algebra elements. Only their interpretation in terms of component Fronsdal fields breaks down.

5. Conclusions and perspectives

We have reviewed some aspects of Vasiliev’s higher-spin gravity, focussing in particular on perturbative schemes and on the encoding of the propagating degrees of freedom into fibre elements, and extended the investigation of this sort of spacetime/fibre duality to AdS irreps in conformal basis.

As for perturbative schemes, we have reviewed an approach proposed in [38] in which solutions are built by means of a convenient choice of homotopy-contraction operator and then subjected to asymptotically anti-de Sitter boundary conditions by adjusting a gauge function and the integration constants of the system order by order. More precisely, the perturbative corrections to the bulk master fields involve star-product interactions that may affect their leading order in the asymptotic expansion, in which case corrections to the local data stored in the integration constants, as well as to the gauge function, will be required. It is important to note that, by affecting the integration constants, such procedure affects the observables of the theory, in particular the on-shell action (i.e., the second Chern class on $\mathcal{Z}_4$, see [38] and references therein for details). Classical observables, which encode truly physical information (such as boundary correlation functions), are indeed the right testing ground for the correctness of this as well as other perturbative approaches. To do so, it will first of all be important to push this boundary condition proposal to second order in the interactions.

Then, we have reviewed and further investigated the construction of solutions to linearized field equations for massless fields in AdS via unfolding, by exhibiting the parallels between the familiar spacetime analysis and the corresponding fibre algebraic construction. We first reviewed the fibre representatives of solutions built by solving the Klein-Gordon equation in AdS in global spherical coordinates, that is, slicing the $\mathfrak{so}(2,3)$ modules in compact basis. Regular and normalizable solutions correspond to scalar particle modes, and we singled out some solutions belonging to the singular branch that, together with their higher-spin counterparts, form spherically-symmetric higher-spin black hole solutions, solving both the linear and fully non-linear Vasiliev equations. Fibre representatives of such singular elements are delta functions in $Y$ oscillators — in fact, being able to handle singular functions of $Y$ and to extract corresponding gauge field generating functions was one of the reasons why the perturbative scheme here reviewed was elaborated in the first place. The construction of solution spaces in the fibre was here extended to modules in conformal basis, corresponding to the spacetime analysis in Poincaré patch coordinates. Fibre representatives of the bulk-to-boundary propagators and their descendants, as well as their counterparts under inver-
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sion have been exhibited, as well as the non-unitary transformation that connects them to particle states in compact basis. Finally, we briefly examined certain singular solution with vanishing scaling dimension, related to boundary Green’s functions. We hope to return to a more detailed and systematic investigation of this solution space in a future work.
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A. Spinor conventions and AdS$_4$ background

We use the conventions of [30] in which $SO(2,3)$ generators $M_{AB}$ with $A,B = 0,1,2,3,0'$ obey

$$[M_{AB}, M_{CD}] = 4i\eta_{[C|][B]M_{A][D]} , \quad (M_{AB})^\dagger = M_{AB} , \quad (A.1)$$

which can be decomposed using $\eta_{AB} = (\eta_{ab}; -1)$ with $a,b = 0,1,2,3$ as

$$[M_{ab}, M_{cd}] = 4i\eta_{[c][b]M_{a][d]} , \quad [M_{ab}, P_c] = 2i\eta_{c[b]P_a} , \quad [P_a, P_b] = i\lambda^2 M_{ab} , \quad (A.2)$$

where $M_{ab}$ generate the Lorentz subalgebra $so(1,3)$, and $P_a = \lambda M_{00}a$ with $\lambda$ being the inverse AdS$_4$ radius related to the cosmological constant via $\Lambda = -3\lambda^2$. We set $\lambda = 1$ in the following, as we do in the body of the paper.

It is possible to decompose further under the maximal compact subalgebra $so(2) \oplus so(3)$, generated by the compact AdS$_4$ energy generator $E = P_0 = \lambda M_{00}$ and the spatial rotation generators $M_{rs}$ with $r,s = 1,2,3$. The remaining generators then arrange into energy-raising and energy-lowering combinations identified with

$$L_r^\pm = M_{0r} \mp iM_{0r}' = M_{0r} \mp iP_r , \quad (A.3)$$

leading to the following $E$-graded decomposition of the commutation rules (A.1):

$$[L_r^-, L_s^+] = 2iM_{rs} + 2\delta_{rs}E , \quad (A.4)$$

$$[M_{rs}, M_{tu}] = 4i\delta_{[r}[s]M_{|t|u]} , \quad (A.5)$$

$$[E, L_r^\pm] = \pm L_r^\pm , \quad (A.6)$$

$$[M_{rs}, L_t^\pm] = 2i\delta_{[r}L_t^\pm] . \quad (A.7)$$
The generators \((E, M_{rs}, L_i^\pm)\) are also referred to as generators of the compact basis, or compact split of \(\mathfrak{so}(2, 3)\).

\(\mathfrak{so}(2, 3)\) also admits a three-grading with respect to the non-compact subalgebra \(\mathfrak{so}(1, 1) \oplus \mathfrak{so}(1, 2)\), which is most often used in the AdS/CFT context, as it highlights the Lorentz symmetry algebra of the three-dimensional boundary. The \(\mathfrak{so}(1, 1)\) is generated by a non-compact generator that can be identified with any spacelike transvection, e.g. \(P_3\). With this convention, we can identify the (boundary) dilatation generator \(D = P_3\), the (boundary) Lorentz generators \(M_{mn}, m, n = 1, 2, 3\), and \(D\)-raising and \(D\)-lowering combinations

\[
T_m = M_{m3} - P_m, \quad K_m = M_{m3} + P_m, \tag{A.8}
\]

where \(T_m\) are boundary (commuting) translations, satisfying

\[
[K_m, T_n] = 2i(\eta_{mn}D - M_{mn}), \tag{A.9}
\]

\[
[M_{mn}, M_{pq}] = 4i\eta_{[p][m]q]} |q], \tag{A.10}
\]

\[
[D, T_m] = iT_m, \quad [D, K_m] = -iK_m, \tag{A.11}
\]

\[
[M_{mn}, T_p] = 2i\eta_{p[m}T_{n]} , \quad [M_{mn}, K_p] = 2i\eta_{p[m}K_{n]} . \tag{A.12}
\]

The generators \((E, M_{rs}, L_i^\pm)\) are also referred to as generators of the conformal basis, of conformal split of \(\mathfrak{so}(2, 3)\) [84, 7].

In terms of the oscillators \(Y_\alpha = (\gamma_\alpha, \bar{\gamma}_\alpha)\), the realization of the generators of \(\mathfrak{so}(2, 3)\) is taken to be

\[
M_{\alpha\beta} = -\frac{1}{8}(\Gamma_{\alpha\beta})_{ab}Y^aY^b , \tag{A.13}
\]

\[
M_{ab} = -\frac{1}{8}\left[(\sigma_{ab})^{\alpha\beta}\gamma_\beta + (\bar{\sigma}_{ab})^{\alpha\beta}\bar{\gamma}_\beta\right], \quad P_a = \frac{1}{4}(\sigma_a)^{\alpha\beta}\gamma_\beta \tag{A.14}
\]

using Dirac matrices obeying \((\Gamma_\alpha)^{\beta}_{\alpha}(\Gamma_\beta C)_{\beta\gamma} = \eta_{\gamma\alpha}C_{\alpha\gamma} + (\Gamma_{\alpha\beta}C)_{\alpha\gamma}\)

\[
\left((\Gamma^{0})_{\alpha}^{\beta}\right)_{\alpha}^{\beta} = \left((\Gamma^{0})_{\alpha}^{\beta}\right)_{\beta}^{\alpha} = \left(\begin{array}{cc}
0 & (\sigma^{a})^{\beta}_{\alpha} \\
(\bar{\sigma}^{a})^{\alpha}_{\beta} & 0
\end{array}\right) . \tag{A.15}
\]

and

\[
(\Gamma_{ab})_{\alpha\beta} = \left(\begin{array}{cc}
(\sigma_{ab})_{\alpha\beta} & 0 \\
0 & (\bar{\sigma}_{ab})_{\alpha\beta}
\end{array}\right) . \tag{A.16}
\]

and van der Waerden symbols obeying

\[
(\sigma^{a})^{\alpha}_{\alpha}(\sigma^{b})^{\beta}_{\beta} = \eta^{ab}\delta^{\alpha}_{\beta} + (\sigma^{ab})^{\alpha}_{\beta}, \quad (\sigma^{a})^{\alpha}_{\alpha}(\sigma^{b})^{\beta}_{\beta} = \eta^{ab}\delta^{\alpha}_{\beta} + (\sigma^{ab})^{\alpha}_{\beta}, \tag{A.17}
\]

\[
\frac{1}{2}\epsilon_{abcd}(\sigma^{cd})_{\alpha\beta} = i(\sigma_{ab})_{\alpha\beta}, \quad \frac{1}{2}\epsilon_{abcd}(\sigma^{cd})_{\alpha\beta} = -i(\sigma_{ab})_{\alpha\beta} \tag{A.18}
\]

\[
((\sigma^{a})^{\alpha}_{\beta})^{\dagger} = (\sigma^{a})^{\alpha}_{\beta} = (\sigma^{a})^{\beta}_{\alpha}, \quad ((\sigma^{ab})_{\alpha\beta})^{\dagger} = (\sigma^{ab})_{\alpha\beta} . \tag{A.19}
\]

and raising and lowering spinor indices according to the conventions \(A^{\alpha} = \epsilon^{\alpha\beta}A_{\beta}\) and \(A_{\alpha} = A_{\beta}\epsilon_{\beta\alpha}\)

where

\[
\epsilon^{\alpha\beta}\epsilon_{\gamma\delta} = 2\delta^{\alpha\beta}_{\gamma\delta}, \quad \epsilon^{\alpha\beta}\epsilon_{\alpha\gamma} = \delta^{\beta}_{\gamma}, \quad (\epsilon_{\alpha\beta})^{\dagger} = \epsilon_{\alpha\beta} . \tag{A.20}
\]
In order to avoid cluttering the expression with many spinor indices, in the paper we also use the matrix notations

\[ A^\alpha B_\alpha =: AB = ab + \bar{a} \bar{b} := a^\alpha b_\alpha + a^\alpha \bar{b}_\alpha , \quad (A.21) \]
\[ aM_b := a^\alpha M_\alpha b_\beta , \quad aN_b := a^\alpha N_\alpha \bar{b}_\beta . \quad (A.22) \]

The \( \mathfrak{so}(2,3) \)-valued connection

\[ \Omega := -i \left( \frac{1}{2} \omega^{ab} M_{ab} + e^a P_a \right) := \frac{1}{2i} \left( \frac{1}{2} \omega^{a\beta} y_\alpha * y_\beta + \omega^{a\bar{\beta}} y_\alpha * \bar{y}_\bar{\beta} + \frac{1}{2} \omega^{a\bar{\alpha}} \bar{y}_\alpha * \bar{y}_\bar{\beta} \right) , \quad (A.23) \]
\[ \omega^{a\beta} = - \frac{1}{3} (\sigma_{ab})^{a\beta} \omega^{ab} , \quad \omega_{ab} = \frac{1}{2s} \left( (\sigma_{ab})^{a\beta} \omega_{a\beta} + (\bar{\sigma}_{ab})^{a\bar{\beta}} \bar{\omega}_{a\bar{\beta}} \right) , \quad (A.24) \]
\[ e^{a\alpha} = \frac{1}{2s} (\sigma_a)^{a\alpha} e^a , \quad e_a = - (\sigma_a)^{a\alpha} e_{a\alpha} . \quad (A.25) \]

and field strength

\[ \mathcal{R} := d\Omega + \Omega * \Omega := -i \left( \frac{1}{2} \mathcal{R}^{ab} M_{ab} + \mathcal{R}^a P_a \right) \]
\[ := \frac{1}{2i} \left( \frac{1}{2} \mathcal{R}^{a\beta} y_\alpha * y_\beta + \mathcal{R}^{a\bar{\beta}} y_\alpha * \bar{y}_\bar{\beta} + \frac{1}{2} \mathcal{R}^{a\bar{\alpha}} \bar{y}_\alpha * \bar{y}_\bar{\beta} \right) , \quad (A.26) \]
\[ \mathcal{R}^{a\beta} = - \frac{1}{3} (\sigma_{ab})^{a\beta} \mathcal{R}^{ab} , \quad \mathcal{R}_{ab} = \frac{1}{2s} \left( (\sigma_{ab})^{a\beta} \mathcal{R}_{a\beta} + (\bar{\sigma}_{ab})^{a\bar{\beta}} \mathcal{R}_{a\bar{\beta}} \right) , \quad (A.27) \]
\[ \mathcal{R}^{a\alpha} = \frac{1}{2s} (\sigma_a)^{a\alpha} \mathcal{R}^a , \quad \mathcal{R}_a = - (\sigma_a)^{a\alpha} \mathcal{R}_{a\alpha} . \quad (A.28) \]

In these conventions, it follows that

\[ \mathcal{R}_{a\bar{\beta}} = d\omega_{a\bar{\beta}} - \omega_\alpha^{\bar{\beta}} \omega_{a\alpha} - e^\alpha_\gamma \omega_{a\gamma} , \quad \mathcal{R}_{a\beta} = de_{a\beta} + \omega_{a\gamma} \wedge e^\gamma_\beta + \omega_{\beta \delta} \wedge e_{a\delta} , \quad (A.29) \]
\[ \mathcal{R}^{ab} = R_{ab} + e^d \wedge e^b , \quad R_{ab} := d\omega^{ab} + \omega_{a\gamma} \wedge \omega^{b\gamma} , \quad (A.30) \]
\[ \mathcal{R}^a = T^a := de^a + \omega^a_b \wedge e^b . \quad (A.31) \]

where \( R_{ab} := \frac{1}{2} e^d e^d R_{cda\beta} \) and \( T_a := e^d e^b T_{be}^a \) are the Riemann and torsion two-forms. The metric \( g_{\mu \nu} := e^\mu_\nu e^\nu_\eta \eta_{ab} \). The \( AdS_4 \) vacuum solution \( \Omega(0) = e^0 + \omega(0) \) obeying \( d\Omega(0) + \Omega(0) * \Omega(0) = 0 \), with Riemann tensor \( R_{\mu \nu \rho \sigma} = - (\delta_{\mu \rho} \delta_{\nu \sigma} - \delta_{\mu \nu} \delta_{\rho \sigma}) \) and vanishing torsion, can be expressed as \( \Omega(0) = L^{-1} * dL \) where the gauge function \( L \in SO(2,3)/SO(1,3) \).

The stereographic coordinates \( x^\mu \) of Eq. (3.5), are related to the coordinates \( X^A \) of the five-dimensional embedding space with metric \( ds^2 = dX^A dX^B \eta_{AB} \), in which \( AdS_4 \) is embedded as the hyperboloid \( X^A X^B \eta_{AB} = -1 \), as

\[ x^d = \frac{X^a}{1 + X^d} , \quad X^a = \frac{2x^a}{1 - x^2} , \quad X^\alpha = \frac{1 + x^2}{1 - x^2} . \quad (A.32) \]

\( AdS_4 \) can be covered by two sets of stereographic coordinates, \( x_{(i)}^\mu \), \( i = N, S \), related by the inversion \( x_S^\mu = -x_N^\mu / (x_N^2)^2 \) in the overlap region \( (x_N^2)^2 < 0 \), and the transition function \( T_N^S = (L_N)^{-1} \). The inversion \( x^d \rightarrow -x^d / (x^2)^2 \) leaves the metric invariant, maps the future and past time-like cones into themselves and exchanges the two space-like regions \( 0 < x^2 < 1 \) and \( x^2 > 1 \).
while leaving the boundary $x^2 = 1$ fixed. It follows that the single cover of AdS$_4$ is formally covered by taking $x^0 \in \mathbb{R}^{1,3}$.

The global spherical coordinates $(t, r, \theta, \phi)$, in which the metric reads

$$ds^2 = -(1 + r^2) dt^2 + \frac{dr^2}{1 + r^2} + r^2 (d\theta^2 + \sin^2 \theta d\phi^2),$$

are especially adapted to the compact split, and are related to the embedding coordinates by

$$X^0 = \sqrt{1 + r^2} \sin t, \quad X^0' = \sqrt{1 + r^2} \cos t,$$
$$X^1 = r \sin \theta \cos \phi, \quad X^2 = r \sin \theta \sin \phi, \quad X^3 = r \cos \theta,$$

providing a one-to-one map if $t \in [0, 2\pi), r \in [0, \infty), \theta \in [0, \pi]$ and $\phi \in [0, 2\pi)$, defining the single cover of AdS$_4$.

We also use the global coordinates $(t, \bar{x}, \theta, \phi)$, where $\bar{x} \in [0, \pi/2]$ is related to the radial coordinate $r$ of the spherical coordinates as $\bar{x} = \arctan r$, in which the metric reads

$$ds^2 = \frac{1}{\cos^2 \bar{x}} \left[ -dt^2 + d\bar{x}^2 + \sin^2 \bar{x} (d\theta^2 + \sin^2 \theta d\phi^2) \right].$$

The Poincaré patch coordinates $(z, x^m)$, $z \in (0, +\infty)$, $x^m \in \mathbb{R}$, $m = 0, 1, 2$ adapted to the conformal split, cover a region of AdS$_4$ in which the metric is conformal to half of a flat Minkowski spacetime,

$$ds^2 = \frac{dz^2 + dx^m dx_m}{z^2}.$$ (A.36)

Their relation to the embedding coordinates is given by

$$X^m = \frac{x^m}{z}, \quad X^3 = \frac{1 - x^m x_m - z^2}{2z}, \quad X^0' = \frac{1 + x^m x_m + z^2}{2z}.$$ (A.37)

In the computation of the $x$-dependent master fields we made use of (3.13). The matrix representative of $L_{\text{stereo}}$ (3.6) is

$$(L_{\text{stereo}})_{\alpha}^{\beta} = \frac{1}{\hbar} \left( \delta_{\alpha}^{\beta} x_{\alpha}^{\beta} \right),$$

(A.38)

giving the rotated oscillators

$$y^{\bar{\alpha}}_{\alpha} = \frac{1}{\hbar} (y_{\alpha} + x_{\alpha}^{\beta} \bar{y}_{\beta}), \quad \bar{y}^{\bar{\alpha}}_{\alpha} = \frac{1}{\hbar} (\bar{y}_{\alpha} + \bar{x}_{\alpha}^{\beta} y_{\beta}).$$ (A.39)

For Poincaré coordinates, that is, $L$-rotating by means of (3.10), one obtains

$$y^{\bar{\alpha}}_{\alpha} = \frac{1}{2 \sqrt{z}} [(1 + z) y_{\alpha} - x^m (\sigma_m y)_{\alpha} + (1 - z) (\bar{\sigma}_m \bar{y})_{\alpha}],$$ (A.40)
$$\bar{y}^{\bar{\alpha}}_{\alpha} = \frac{1}{2 \sqrt{z}} [(1 + z) \bar{y}_{\alpha} - \bar{x}^m (\bar{\sigma}_m \bar{y})_{\alpha} + (1 - z) (\sigma_m y)_{\alpha}].$$ (A.41)
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