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1. Introduction

Homotopy algebras such as A∞- or L∞-algebras arise very naturally in string theory. For exam-
ple, the B-field in string theory is part of the connective structure of a gerbe, a higher or categorified
versions of a principal circle bundle. Such a higher bundle comes naturally with higher versions
of symmetries, which are most conveniently encoded in L∞-algebras. Similarly, the intricate gauge
symmetries arising from the underlying diffeomorphism invariance of string theory fixes the ac-
tions of open and closed string field theories to be the homotopy Maurer–Cartan theories of A∞-
and L∞-algebras, respectively.

More surprising may be the fact that homotopy algebras arise equally naturally already in the
context of ordinary quantum field theory and, moreover, that they are very useful in the analysis of
correlation functions and scattering amplitudes. Indeed, they capture literally the usual description
of tree level amplitudes in perturbative quantum field theory. It is therefore not surprising that
theoretical physicists have already used some of these structures, albeit implicitly. For example,
the Berends–Giele recursion relation for currents [1] is nothing but a quasi-isomorphism of L∞-
algebras.1

The bridge between Lagrangian field theories and homotopy algebras is provided by the clas-
sical part of the Batalin–Vilkovisky (BV) formalism [3, 4], which yields a differential graded com-
mutative algebra (dgca), usually called the BV complex, one of a number of equivalent descriptions
of an L∞-algebra. Any L∞-algebra comes with a homotopy Maurer–Cartan action as well as an
isomorphism class of minimal models. The homotopy Maurer–Cartan action reproduces the clas-
sical action from which the L∞-algebra was constructed, and thus any field theory is a homotopy
Maurer–Cartan theory. The minimal models encode the tree level scattering amplitudes.

Since the minimal models are computed recursively, most conveniently by using the homo-
logical perturbation lemma, there are useful recursion relations underlying the computation of tree
level scattering amplitudes. In the case of four-dimensional Yang–Mills theory, these are precisely
the aforementioned Berends–Giele recursion relations.

The full power of this homotopy algebraic perspective on field theory has not been exploited
yet, and it may lead to more direct (or, indeed, first) answers to many questions in quantum field
theory. It also provides a very concise explanation of the computation of scattering amplitudes
in perturbative quantum field theory2 that should be more readily accessible to mathematicians.
We therefore believe that it is important to explain this perspective to a broader audience and to
promote its use.

We begin with a short introduction to homotopy algebras. We then explain how the BV for-
malism assigns a homotopy algebra to any field theory and how the original action is recovered by
the homotopy Maurer–Cartan theory of that homotopy algebra. Our key examples here are scalar
field theory and Yang–Mills theory. We then explain how minimal models are computed with
the homological perturbation lemma and how they lead to the Feynman diagrams of perturbative

1Interestingly, this paper was published in the same journal in which four years later the notion of L∞-algebra was
first defined [2]. It seems that the journal for groundbreaking research on strong homotopy Lie algebras is a journal for
theoretical physics.

2We hasten to add that the homotopy algebraic perspective given here does not address regularisation and renormal-
isation, but we intend to formulate these issues in the context of homotopy algebras soon.
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quantum field theory, both at tree and quantum level. We close with a short new proof for a combi-
natorial identity for the tree-level Berends–Giele currents in Yang–Mills theory, which implies the
Kleiss–Kuijf relations [5, 6]

Pointers to some of the relevant original literature

The historical development of the homotopy algebraic perspective after the invention of the BV
formalism becomes quickly very involved and it would be impossible to give a complete account
of the literature. In the following, we point out some key references. The most important paper
is certainly [2], which introduced L∞-algebras, already together with their quantum variants, and
established the link to the BV formalism. The closely related A∞-algebras are much older [7, 8].
Deeper explanations of the geometry and the meaning of the classical part of the BV formalism
were given by various authors in the 90ies, see e.g. [4, 9, 10]. Concrete differential complexes
underlying classical field theories were then calculated in the following decade, see e.g. [11, 12,
13, 14, 15, 16, 17, 18]. The fact that classical field theories have underlying L∞-algebras was later
rediscovered several times, see e.g. [19, 20]. It also underlies much of the work of Costello, cf. [21]

The existence of minimal models of homotopy algebras, in particular A∞- and L∞-algebras,
was known for some time [22]. The decomposition theorem together with a useful perturbative
algorithm for the computation of the minimal model was given much later in [23]. In this reference,
it was also pointed out that minimal models are related to a Feynman diagram expansion in general,
following earlier suggestions going back to [24]. This fact was also used in [25] to derive Wick’s
theorem and Feynman rules for finite-dimensional integrals.

The homological perturbation lemma [26, 27, 28] then entered the discussion with [29] and in
particular with [30], but its relevance seems to have been clear to several people much earlier. The
extension of the homological perturbation lemma to computations of quantum minimal models is
due to [30].

The explicit application to computations of S-matrices at tree level was rather recent [31, 32,
33, 34, 35] and the generalisation to loop level is found in [36].

Much more detailed explanations of our formalism and its mathematical background in the
conventions used here as well as a more complete list of pointers to the original literature are found
in the papers [37, 38, 39, 33, 36].

2. Homotopy algebras

Homotopy algebras are generalisations of classical algebras, such as associative, Leibniz or
Lie algebras, in which the relevant structural identities, that is associativity, the Leibniz identity
or the Jacobi identity, respectively, hold only up to homotopies. Usually, an additional qualifier
“strong” implies that the structural identities hold up to “nicely behaved” or coherent homotopies.

There are three different perspectives on homotopy algebras3 that are relevant to the discussion
of perturbative quantum field theory:

1. higher products or higher brackets which give rise to the formulation of an action principle;

3A fourth one being that of algebras over operads in the category of chain complexes, which can also be useful.
Particular types of strong homotopy Lie algebras are also good descriptions of categorified Lie algebras.
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2. codifferential graded coalgebras, where all higher products are packaged in a single codif-
ferential, and which is best suited for performing perturbation theory;

3. differential graded algebras, which is the linear dual of the latter and which is the output of
the classical part of the BV formalism.

In the following, we take a brief tour through all of these descriptions and indicate how these
are linked to each other.

2.1 Higher products

Consider a unital associative algebra a. A good example to have in mind is a matrix algebra
which includes the identity matrix. Besides being a vector space, a is endowed with an associative
product m2 : a×a→ a satisfying

m2(m2(a1,a2),a3) =m2(a1,m2(a2,a3)) (2.1)

for all a1,2,3 ∈ a. A simple generalisation of this is a strict A∞-algebra, which is a differential
Z-graded associative algebra,

a=
⊕
i∈Z

ai , . . .
m1−−→ a−1

m1−−→ a0
m1−−→ a1

m1−−→ . . . m2 : ai×a j→ ai+ j , (2.2)

where m1 is a differential which is compatible with the associative product m2. That is,

m1(m1(a1)) = 0 ,

m1(m2(a1,a2)) =m2(m1(a1),a2)+(−1)|a1|m2(a1,m1(a2)) ,

m2(m2(a1,a2),a3) =m2(a1,m2(a2,a3)) ,

(2.3)

where |a1| denotes the degree of a1.
To obtain a general A∞-algebra, we first have to lift associativity up to coherent homotopy by

introducing a trilinear map m3 : a×a×a→ a of degree −1,

m3 : ai×a j×ak→ ai+ j+k−1 , (2.4)

such that

m2(m2(a1,a2),a3)−m2(a1,m2(a2,a3))

=m1(m3(a1,a2,a3))+m3(m1(a1),a2,a3)+

+(−1)|a1|m3(a1,m1(a2),a3)+(−1)|a1|+|a2|m3(a1,a2,m1(a3)) .

(2.5)

More succinctly, we can write

m1m3−m2(m2⊗ id)+m2(id⊗m2)+m3(m1⊗ id⊗ id+ id⊗m1⊗ id+ id⊗ id⊗m1) = 0 , (2.6)

where the signs arise by passing arguments past the degree 1 maps m1. In general, we insert Koszul
signs, for example:

( f ⊗g)(x⊗ y) = (−1)|g| |x|( f (x)⊗g(y)) . (2.7)

3
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The complete A∞-algebra is then given by linear maps mi : a×i→ a of degree 2− i such that
associativity holds up to coherent homotopy,

∑
i+ j+k=n

(−1)i j+kmi+k+1(id
⊗i⊗m j⊗ id⊗k) = 0 (2.8)

for all n ∈N+.
The strong homotopy version of a Lie algebra is defined analogously. Here, we have a Z-

graded vector space g = ⊕i∈Zgi together with the higher products µi : g×i → g which are totally
antisymmetric linear maps of degree 2− i such that for each n ∈N+, the homotopy Jacobi identity
holds,

0 = ∑
i+ j=n

(−1) j
µ j+1 ◦ (µi⊗ id⊗ j)◦ ∑

σ∈Sh(i;n)
σ∧ , (2.9)

where the unshuffle operator σ∧ creates all graded permutations of n arguments `1⊗ `2⊗·· ·⊗ `n

preserving the relative order of (`σ(1), . . . , `σ( j)) and (`σ( j+1), . . . , `σ(n)) and inserting the appropri-
ate sign for graded antisymmetry. Explicitly, the homotopy Jacobi identity reads as

∑
i+ j=n

∑
σ∈Sh( j;i)

(−1) j
χ(σ ;`1, . . . , `n)µ j+1(µi(`σ(1), . . . ,vσ(i)), `σ(i+1), . . . , `σ(n)) = 0 , (2.10)

where χ(σ ;`1, . . . `i) is the sign necessary to obtain the permutation σ from graded antisymmetry:

(`1∧·· ·∧ `n) = χ(σ ;`1, . . . , `n)(`σ(1)∧·· ·∧ `σ(n)) . (2.11)

Just as any matrix algebra comes with a natural Lie bracket given by the commutator, any
A∞-algebra comes with the higher products of an L∞-algebra,

µi(`1, . . . , `n) =

(
mi ◦ ∑

σ∈Sn

σ∧

)
(`1, . . . , `n) = ∑

σ∈Sn

χ(σ ;`1, . . . `i)mi(`σ(1), . . . , `σ(n)) , (2.12)

which is reasonably obvious comparing (2.8) and (2.9). If the A∞-algebra is just a matrix algebra,
the corresponding L∞-algebra is indeed just the usual matrix Lie algebra induced by the commuta-
tor.

We note that the definition of both A∞- and L∞-algebras readily extends from graded vector
spaces to graded modules over rings overR.

2.2 Codifferential graded coalgebras and differential graded algebras

The higher products mi and µi introduced above for A∞- and L∞-algebras are always of de-
gree 2− i. If we shift the underlying graded vector spaces a and g by −1, switching to a[1] and
g[1], then the degree of all higher products changes to 1. We use the usual notation,

a[k] =
⊕
i∈Z

(a[k])i with a[k]i = ak+i . (2.13)

Once this is done, we can continue the higher products mi and µi to coderivations on the tensor
algebras4 ⊗ •a[1] =R ⊕ a[1] ⊕ a[1]⊗a[1] ⊕ a[1]⊗a[1]⊗a[1] ⊕ . . . ,⊙ •g[1] =R ⊕ g[1] ⊕ g[1]�g[1] ⊕ g[1]�g[1]�g[1] ⊕ . . . ,

(2.14)

4Strictly speaking, one either needs to remove the summandR from the tensor algebras or admit curved homotopy
algebras, containing a higher product m0 or µ0. For simplicity, we ignore this point in our discussion.
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respectively. Recall that a coderivation D satisfies the co-Leibniz rule

∆◦D = (D⊗ id)◦∆+(id⊗D)◦∆ , (2.15)

where the relevant coproducts ∆⊗ and ∆� on
⊗ •a[1] and

⊙ •g[1] are the shuffle coproduct and its
symmetrised form:

∆⊗(a1⊗·· ·⊗an) =
n

∑
k=0

(a1⊗·· ·⊗ak)
⊗

(ak+1⊗·· ·⊗ak) ,

∆�(`1�·· ·� `n) =
n

∑
k=0

∑
σ∈Sh(k;n)

ε(σ ;`1, . . . , `n)(`σ(1)�·· ·� `σ(k))
⊗

(`σ( j+1)�·· ·� `σ(n))

(2.16)
for ai ∈ a[1] and `i ∈ g[1], where ε(σ ;`1, . . . `i) is the sign necessary to obtain the permutation σ

from graded symmetry:

(`1�·· ·� `n) = ε(σ ;`1, . . . , `n)(`σ(1)�·· ·� `σ(n)) . (2.17)

For an A∞-algebra, for example, the continuation of m2 to a coderivation m2 on
⊗ •a[1] reads

as
m2(r) = 0 , m2(a1) = 0 , m2(a1⊗a2) =m2(a1,a2) ,

m2(a1⊗a2⊗a3) =m2(a1,a2)⊗a3 +(−1)|a1|a1⊗m2(a2,a3) , . . .
(2.18)

for all r ∈ R, a1,2,3 ∈ a[1]. Note that we slightly abused notation, using the same symbol for m2

and the map it induces on a[1]. Also, Koszul signs arise as above. We now combine the higher
products into single coderivations of degree 1:

D⊗ =m1 +m2 +m3 + . . . and D� = µ1 +µ2 +µ3 + . . . . (2.19)

In both cases, the identity for associativity up to coherent homotopy (2.8) as well as the homotopy
Jacobi identity (2.9) amount to D⊗ and D� being differentials:

D2
⊗ = 0 and D2

� = 0 . (2.20)

We thus saw that A∞-algebras correspond to codifferential graded (cofree5) coalgebras or codgcoas
for short. In the case of L∞-algebras, the codgcoas are also cocommutative.

In many cases, in particular when the homogeneously graded subspaces of g and a are finite
dimensional, one can dualise this picture. The result is a differential graded algebra or dga for
short. Explicitly, we consider the algebras⊗ •a[1]∗ =R ⊕ a[1]∗ ⊕ a[1]∗⊗a[1]∗ ⊕ a[1]∗⊗a[1]∗⊗a[1]∗ ⊕ . . . ,⊙ •g[1]∗ =R ⊕ g[1]∗ ⊕ g[1]∗�g[1]∗ ⊕ g[1]∗�g[1]∗�g[1]∗ ⊕ . . . ,

(2.21)

and the codifferentials D� and D⊗ dualise to differentials

Q� := D∗� and Q⊗ := D∗⊗ (2.22)

with
Q2
� = 0 and Q2

⊗ = 0 . (2.23)

To physicists, these differentials are familiar, e.g. from the BRST and BV complexes.
5which implies that they arise as the tensor algebra on some graded vector space

5
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2.3 Examples

To illustrate the above constructions, let us briefly consider the example of an ordinary matrix
algebra a= a0. The codifferential D⊗ on

⊗• a[1] is simply given by the matrix product, continued
to a coderivation. For example,

D⊗(a1⊗a2⊗a3⊗a4) := a1a2⊗a3⊗a4−a1⊗a2a3⊗a4 +a1⊗a2⊗a3a4 , (2.24)

where ai ∈ a[1]. Clearly, D2
⊗ = 0 amounts to associativity, for example

D⊗(D⊗(a1⊗a2⊗a3)) := D⊗(a1a2⊗a3−a1⊗a2a3)

= (a1a2)a3−a1(a2a3) .
(2.25)

On
⊙• g[1] for g= a, the symmetrisation in shifted degrees leads to the coproduct

D�(a1�a2�a3) := (a1a2−a2a1)�a3− (a1a3−a3a1)�a2 +(a2a3−a3a2)�a1 , (2.26)

where we used the fact that the ai ∈ a[1] are all of degree −1. Here, D2
� = 0 leads to the Jacobi

identity:

D�(D�(a1�a2�a3)) := D�([a1,a2]�a3− [a1,a3]�a2 +[a2,a3]�a1)

= [[a1,a2],a3]− [[a1,a3],a2]+ [[a2,a3],a1] .
(2.27)

To simplify the dualisation, let us assume that a is finite-dimensional and introduce a basis τa,
a = 1, . . . ,dim(a) on a. We then have structure constants

τaτb =: sc
abτc and [τa,τb] =: f c

abτc . (2.28)

Together with the coordinate functions ξ a : a[1]→R dual to the shifted basis τa on a[1], we have
the differentials

Q⊗ξ
a =−sa

bcξ
b⊗ξ

c and Q�ξ
a =−1

2 f a
bcξ

b�ξ
c , (2.29)

which both satisfy the Leibniz rule,

Q⊗(p1⊗ p2) = (Q⊗p1)⊗ p2 +(−1)|p1|p1⊗ (Q⊗p2) ,

Q�(p1� p2) = (Q�p1)� p2 +(−1)|p1|p1� (Q�p2)
(2.30)

for any elements p1,2 of
⊗• a[1] or

⊙• a[1], respectively. The fact that Q⊗ and Q� are differen-
tials, and thus square to zero, corresponds again to associativity and the Jabobi identity for the
commutator, respectively.

Genuine A∞- and L∞-algebras arise in a number of contexts in physics. We postpone discussing
any further examples to section 3, where homotopy algebras arise in the form of BRST and BV
complexes of classical field theories.

6
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2.4 Cyclic structures

To write down action principles for usual gauge theories requires an invariant metric on the
gauge Lie algebra, i.e. the data of a quadratic Lie algebra. There is a straightforward generalisation
to a differential graded Lie algebra g, where an inner product is a bilinear, graded symmetric, and
non-degenerate map 〈−,−〉 : g×g→R satisfying

〈d`1, `2〉+(−1)|a1|〈`1,d`2〉= 0 ,

〈[`1, `2], `3〉+(−1)|`1| |`2|〈`2, [`1, `3]〉= 0 .
(2.31)

These relations have a straightforward generalisation to L∞-algebras:

〈µi(`1, . . . , `i−1, `i), `i+1〉+(−1)|`i|(i+|`1|+···+|`i−1|)〈`i,µi(`1, . . . , `i−1, `i+1)〉 , (2.32)

which is equivalent to

〈`1,µi(`2, . . . , `i+1)〉= (−1)i+i(|`1|+|`i+1|)+|`i+1|∑i
j=1 |` j|〈`i+1,µi(`1, . . . , `i)〉 (2.33)

for all `i ∈ g. Such inner products are called cyclic structures and an L∞-algebra endowed with a
cyclic structure is simply called cyclic.

This definition does not rely on symmetrisation, and it thus also applies to A∞-algebras. That is,
a cyclic A∞-algebra is an A∞-algebra (a,mi) with a bilinear, graded symmetric, and non-degenerate
map 〈−,−〉 : a×a→R satisfying

〈a1,mi(a2, . . . ,ai+1)〉= (−1)i+i(|a1|+|ai+1|)+|ai+1|∑i
j=1 |a j|〈ai+1,mi(a1, . . . ,ai)〉 (2.34)

for all ai ∈ a. Note that a strict A∞-algebras is nothing but a differential (noncommutative) Frobenius
algebra.

3. Homotopy algebras from classical field theories

In this section, we show how the action of a gauge group and the equations of motion both lead
to differentials that nicely combine into the BV differential. The resulting BV complex is dual to an
L∞-algebra, and thus field theories correspond to strong homotopy Lie algebras. This assignment
is “functorial” in the sense that embeddings, projections and equivalences of field theories map to
corresponding morphisms of L∞-algebras. Moreover, any L∞-algebra comes with a natural “field
theory,” called homotopy Maurer–Cartan theory, and the homotopy Maurer–Cartan action of the
L∞-algebra of a field theory is just the field theory’s original action.

3.1 Homotopy Maurer–Cartan theory

Recall that a Maurer–Cartan element a of a differential graded Lie algebra (g,d, [−,−]) is an
element of degree 1 satisfying the Maurer–Cartan equation

da+ 1
2 [a,a] = 0 . (3.1)

If g is endowed with an invariant inner product 〈−,−〉 compatible with the differential, this equa-
tion is the equation of motion of the Maurer–Cartan action

SMC = 1
2〈a,da〉+ 1

3!〈a, [a,a]〉 , (3.2)

7
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where 〈−,−〉 is an inner product on g satisfying (2.31).
The evident generalisation of this action to homotopy Maurer–Cartan theory reads as

ShMC[a] := ∑
i≥1

1
(i+1)!

〈a,µi(a, . . . ,a)〉 , (3.3)

where we call a ∈ g1 the gauge potential. Its curvature is defined as

f := µ1(a)+ 1
2 µ2(a,a)+ · · ·= ∑

i≥1

1
i!

µi(a, . . . ,a) , (3.4)

and f = 0 are the stationary points of (3.3), defining homotopy Maurer–Cartan elements a. The
homotopy Jacobi identities induce a Bianchi identity,

∑
i≥0

(−1)i

i!
µi+1( f ,a, . . . ,a) = 0 , (3.5)

and the action (3.3) is invariant under the infinitesimal gauge transformations

δc0a = ∑
i≥0

(−1)i

i!
µi+1(c0,a, . . . ,a) , (3.6)

where c0 ∈ g0 is the gauge parameter. There are also higher gauge transformations; for details
see [37]. Similarly, there are higher Bianchi identities.

We conclude that any L∞-algebra g comes with the full kinematical data of a gauge theory,
together with equations of motion f = 0. If g is cyclic, the equations of motion arise from an action
principle. Clearly, the theory is essentially trivial, if there are no gauge potentials, which is the case
for g1 = ∗. We note the following roles of the homogeneously graded subspaces gi of g:

◦ the gauge potential or the general field takes values in g1;

◦ the curvature takes values in g2;

◦ the “left-hand side” of the Bianchi identity takes values in g3;

◦ gauge symmetries are parametrised by g0;

◦ higher gauge symmetries are parametrised by gi, i < 0, and the “left-hand sides” of higher
Bianchi identities take values in gi, i > 3.

A homotopy Maurer–Cartan action also exists for A∞-algebras a, where we similarly have a
gauge potential a ∈ a1 with curvature

f :=m1(a)+m2(a,a)+ · · ·= ∑
i≥1

mi(a, . . . ,a) , (3.7)

satisfying the Bianchi identity

∑
i≥0

i−1

∑
j=0

(−1)i+ jmi+1(a, . . . ,a︸ ︷︷ ︸
j

, f ,a, . . . ,a︸ ︷︷ ︸
i− j

) = 0 . (3.8)

8
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Flatness f = 0 arises as the equation of motion of the action

ShMC[a] := ∑
i≥1

1
i+1
〈a,mi(a, . . . ,a)〉 , (3.9)

which is invariant under infinitesimal gauge transformations

δc0a = ∑
i≥0

i−1

∑
j=0

(−1)i+ jmi+1(a, . . . ,a︸ ︷︷ ︸
j

,c0,a, . . . ,a︸ ︷︷ ︸
i− j

) , (3.10)

where c0 ∈ a0 again parametrises the gauge transformations. Note that these formulas yield those
for an L∞-algebra after graded antisymmetrisation (2.12).

3.2 The BV formalism

The BV formalism is commonly used in the quantisation of field theories with “open” gauge
symmetries, i.e. gauge symmetries that only close on-shell. This is the case e.g. in ordinary higher
gauge theories. Usually, constructing the BV complex is a two-step process. In a first step, one
introduces ghosts, which are fermionic fields parametrising infinitesimal gauge transformations.
This leads to the BRST differential and the BRST complex, which encodes the action of gauge
transformations (as well as higher gauge transformations encoded in ghosts for ghosts) on the vari-
ous fields. The BV complex is then obtained by introducing an antifield for each field, ghost, ghost
for ghosts, etc., together with a graded Poisson bracket {−,−}BV called antibracket. One then
extends the classical action to the (classical) BV action SBV = Sclassical + . . . by terms containing
the antifields such that classical master equation

{SBV,SBV}= 0 (3.11)

holds. This recipe appears quite ad-hoc, but regarded from a more mathematical perspective, the
situation becomes much clearer. The aim of the classical part of the BV formalism is to gain
a good description of classical observables. These are functions on field space modulo gauge
transformations and restricted to fields satisfying the equations of motion.

The first step is to quotient by gauge symmetries. We know that quotient spaces can be prob-
lematic to deal with, so it is better to consider “derived quotients”. That is, we encode the whole
gauge structure in an action groupoid, i.e. a category with invertible morphisms, where the objects
are the field configurations and the morphisms are gauge transformations. Differentiating an action
groupoid yields an action Lie algebroid (a special kind of L∞-algebroid), and if the field space is re-
garded as a vector space, we obtain an L∞-algebra. In the special case of an ordinary gauge theory,
this L∞-algebra is of the form gBRST = g0⊕g1, where g1 are the fields and g0 the infinitesimal gauge
transformations. The dual description of this L∞-algebra in terms of differential graded algebras is
nothing but the usual BRST complex, and this is known as a Chevalley–Eilenberg resolution of the
functions on field space modulo gauge transformations. Here, gauge-trivial observables are func-
tions on field space which are QBRST-exact and gauge invariant observables are functions which
are QBRST-closed.

9
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To restrict to fields satisfying the equations of motion, we perform a Koszul–Tate resolution.
That is, we enlarge the L∞-algebra gBRST to its cotangent space gBV = T ∗[−1]gBRST with the du-
als of the fields, ghosts and higher ghosts called antifields (and antifields of ghosts, etc.). As a
cotangent space, gBV comes with the natural symplectic form

ωBV = dΦ
A∧dΦ

+
A , (3.12)

where ΦA is a coordinate function on gBRST. This implies that A is a multi-index running over
fields, ghosts, and their antighosts as well as all their labels such as momenta, tensor and gauge
labels. This symplectic form induces the antibracket, a Poisson bracket {−,−}BV of degree 1.6

Moreover, we extend QBRST to a Hamiltonian vector field QBV = {SBV,−}BV, where SBV is the
minimal extension of the classical action Scl such that QBV restricts to QBRST for Φ

+
A = 0 and such

that SBV satisfies the classical master equation

{SBV,SBV}= 0 . (3.13)

It follows that QBV encodes the equation of motion obtained by varying the classical action with
respect to the field φ :

QBVφ
+ = {SBV,φ

+}= δSBV

δφ
. (3.14)

In the absence of ghosts, the right hand side is the equation of motion and functions on field space
differing by QBV-exact terms are on-shell equivalent. If ghosts are added to the picture, then such
functions are on-shell equivalent after taking into account gauge symmetries. Observables are thus
encoded in the QBV-cohomology.

Altogether, the BV formalism assigns to any Lagrangian field theory an L∞-algebra given by
the dga encoded in the BV complex. In practice, however, it will be much more convenient to
derive the L∞-algebra directly: either by a direct construction, or by matching the action and gauge
transformations to a homotopy Maurer–Cartan theory. We shall discuss this in the following.

3.3 Higher Chern–Simons theories

Homotopy Maurer–Cartan theory is clearly a vast generalisation of Chern–Simons theory,
and one can derive higher Chern–Simons theories directly by constructing suitable L∞-algebras,
cf. [40].

We first observe that the tensor product of a differential graded algebra and an L∞-algebra
comes with a natural L∞-algebra structure. For concreteness’ sake, let us focus on the case where
the differential graded algebra is the de Rham complex (Ω•(M),d) on some manifold M. Then the
L∞-algebra Ω•(M,g) = Ω•(M)⊗g has higher products

µ̂1 := d⊗ id+ id⊗µ1 ,

µ̂i := id⊗µi for i≥ 2 .
(3.15)

Note that the total degree of elements in Ω•(M,g) is the sum of the individual degrees.

6Poisson algebras with Poisson brackets of degree 1 are also known as Gerstenhaber algebras.

10
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If M is compact and g is a cyclic L∞-algebra, then Ω•(M,g) is also cyclic with

〈−,−〉Ω•(M,g) :=
∫

M
〈−,−〉g . (3.16)

The homotopy Maurer–Cartan action for Ω•(M,g) now provides a higher Chern–Simons the-
ory on M. For the gauge potentials to be connections on higher non-abelian gerbes, one should
restrict g to be trivial in positive degrees: gi = ∗ for i > 0. This amounts to restricting g to a
categorified Lie algebra. Moreover, if the manifold M is of dimension n+ 3, then g should be
non-trivial in degrees k for −n≤ k ≤ 0.

As an example, consider a four-dimensional manifold M and an L∞-algebra of the form g =

g−1⊕g0. The gauge potential decomposes as

a = A+B ∈Ω
1(M,g0)⊕Ω

2(M,g−1) , (3.17)

and its curvature reads as

f = µ̂1(a)+ 1
2 µ̂2(a,a)+ 1

3! µ̂3(a,a,a) = F +H ∈Ω
2(M,g0)⊕Ω

3(M,g−1) ,

F = dA+ 1
2 µ2(A,A)+µ1(B) ,

H = dB+µ2(A,B)− 1
3! µ3(A,A,A) ,

(3.18)

where the higher products µ3 here do not “see” the form part of a gauge potential. The homotopy
Maurer–Cartan action is then higher Chern–Simons theory7 on a four-dimensional manifold M,

ShCS =
∫

M

{
〈B,dA+ 1

2 µ2(A,A)+ 1
2 µ1(B)〉+ 1

4!〈µ3(A,A,A),A〉
}
. (3.19)

Our construction here can be regarded as a concrete example of the AKSZ-formalism [41],
see [37] for a brief summary. This formalism directly yields a BV complex from two differential
graded algebras representing a source and target space.

3.4 Examples

It turns out that we can usually circumvent the BV procedure and obtain rather directly an A∞-
algebra, by matching the action of the field theory under consideration to the homotopy Maurer–
Cartan action. Also, it is often more convenient to work with A∞-algebras which become the
L∞-algebra that would be obtained from the BV formalism after graded antisymmetrisation (2.12).

As a first example, consider scalar field theory with cubic and quartic interactions on four-
dimensional Minkowski spaceR1,3 with metric η ,

Sscalar :=−
∫

d4x
{

1
2 ϕ�ϕ + κ

3! ϕ
3 + λ

4! ϕ
4
}
, (3.20)

where � := ηµν∂µ∂ν and κ,λ ∈R. The graded vector space underlying the relevant A∞-algebra
is [36]

a= a1⊕a2 :=C∞(R1,3)⊕C∞(R1,3) (3.21a)

7This is the theory for a topologically trivial underlying non-abelian gerbe. Just as in the case of ordinary Chern–
Simons theory, one can generalise this action and glue together this local description to a global picture.

11
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and the non-trivial higher products are maps mi : a×i
1 → a2,

m1(ϕ1) :=−�ϕ1 , m2(ϕ1,ϕ2) :=−κϕ1ϕ2 , m3(ϕ1,ϕ2,ϕ3) :=−λϕ1ϕ2ϕ3 , (3.21b)

for ϕi ∈ a1. The cyclic structure is

〈ϕ,ϕ+〉 :=
∫

d4x ϕ(x)ϕ+(x) (3.21c)

for ϕ ∈ a1 and ϕ+ ∈ a2. One readily checks that the homotopy Maurer–Cartan action (3.9) for this
A∞-algebra reproduces (3.20).

A more interesting example is Yang–Mills theory onR1,3. We start from the usual action

SYM :=
∫

tr
{

1
2 F ∧?F

}
with F = dA+ 1

2 [A,A] (3.22)

for a gauge potential one form A taking values in a gauge matrix Lie algebra h. Here, we know that
we should also take into account gauge transformations, and the graded vector space underlying
the A∞-algebra is thus of the form

a= a0⊕a1⊕a2⊕a3 := Ω
0(M,g)⊕Ω

1(M,g)⊕Ω
1(M,g)⊕Ω

0(M,g) , (3.23a)

where we will have ghosts ci ∈ a0, fields Ai ∈ a1, antifields A+
i ∈ a2 and antifields to the ghosts

c+i ∈ a3. We define the evident inner product

〈c1 +A1 +A+
1 + c+1 ,c2 +A2 +A+

2 + c+2 〉

:=
∫
R1,3

tr
{

c†
1∧?c+2 + c†

2∧?c+1 −A†
1∧?A+

2 −A†
2∧?A+

1

} (3.23b)

on a. The differential m1 now encodes linearised gauge transformations and equations of motions,
completed cyclically:

m1(c1) =−dc1 ∈ a1 , m1(A1) =−d†dA1 ∈ a2 , m1(A+
1 ) =−d†A+

1 ∈ a3 . (3.23c)

The non-abelian terms are incorporated by the higher products,

m2(c1 +A1 +A+
1 +c+1 ,c2 +A2 +A+

2 + c+2 )

= κc1c2︸ ︷︷ ︸
∈a0

+κ(c1A2 +A1c2)︸ ︷︷ ︸
∈a1

+κ(−c1A+
2 +A+

1 c2)︸ ︷︷ ︸
∈a2

+

+κ(d†(A1∧A2)+?(A1∧?dA2)−?(?(dA1∧A2))︸ ︷︷ ︸
∈a2

+κ(c1c+2 − c+2 c1)+κ(−? (A1∧?A+
2 )+?(A+

1 ∧?A2))︸ ︷︷ ︸
∈a3

,

m3(A1,A2,A3) = κ
2(?(A1∧?(A2∧A3))−?(?(A1∧A2)∧A3) ∈ a2 .

(3.23d)

These follow from non-abelian gauge transformations, field equations and completion via the cyclic
structure (3.23b). Again, the homotopy Maurer–Cartan action for a reproduces the Yang–Mills
action (3.22).

12
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4. Equivalence of field theories

The correspondence between Lagrangian field theories and L∞-algebras is functorial, and in
particular, physical equivalence of classical field theories amounts to equivalence between L∞-
algebras. The appropriate mathematical notion for this is a quasi-isomorphism.

4.1 Quasi-isomorphisms

Both A∞- and L∞-algebras are differential complexes, and one may be tempted to define mor-
phisms between two such homotopy algebras as chain maps between the underlying complexes,
which respect the higher products. These morphisms are called strict, but they are too restrictive
for most purposes.

A more appropriate notion is found in the differential graded algebra and codifferential graded
coalgebra descriptions, where there is an obvious notion of morphism. This notion contains the
above mentioned strict morphisms. Translated back to the homotopy algebras, morphisms

a
φ−→ ã and g

ψ−−→ g̃ (4.1)

are encoded in maps

φ = (φi : a×i→ a) , |φi|= 1− i and ψ = (ψi : g∧i→ g) , |ψi|= 1− i (4.2)

for i ∈N+. These link the higher products in the two homotopy algebras. For example, in the case
of L∞-algebras, we have the following relation:

∑
j+k=i

∑
σ∈Sh( j;i)

(−1)k
χ(σ ;`1, . . . , `i)ψk+1(µ j(`σ(1), . . . , `σ( j)), `σ( j+1), . . . , `σ(i))

=
i

∑
j=1

1
j! ∑

k1+···+k j=i
∑

σ∈Sh(k1,...,k j−1;i)
χ(σ ;`1, . . . , `i)ζ (σ ;`1, . . . , `i)×

× µ̃ j

(
ψk1

(
`σ(1), . . . , `σ(k1)

)
, . . . ,ψk j

(
`σ(k1+···+k j−1+1), . . . , `σ(i)

))
,

(4.3a)

where χ(σ ;`1, . . . , `i) is again the Koszul sign (2.11) and

ζ (σ ;`1, . . . , `i) := (−1)∑1≤m<n≤ j kmkn+∑
j−1
m=1 km( j−m)+∑

j
m=2(1−km)∑

k1+···+km−1
k=1 |`σ(k)| . (4.3b)

We then have two notions of isomorphism. First, an isomorphism of A∞- or L∞-algebra is a
morphism of A∞- or L∞-algebras for which the chain map φ1 or ψ1 is an isomorphism. Because
φ1 or ψ1 are always chain maps and thus descend to the cohomologies of the differentials m1

and µ1, we can extend the notion of quasi-isomorphism from ordinary chain complexes: a quasi-
isomorphism is a morphism of A∞- or L∞-algebra for which φ1 or ψ1 induces an isomorphism on
the cohomology of the respective differential:

a
φ−→ ã , φ1 : H•m1

(a)
∼=−−→ H•m̃1

(ã) and g
ψ−−→ g̃ , ψ1 : H•µ1

(g)
∼=−−→ H•µ̃1

(g̃) . (4.4)

It turns out that in essentially all situations, quasi-isomorphic A∞- or L∞-algebras should be
regarded as equivalent. The L∞-algebras of two field theories are quasi-isomorphic if they have the
same observables. That means in particular that they can be related by field redefinition, factoring
out symmetries, integrating out fields, etc.

13
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4.2 Structural theorems and field theories

There are a number of structural theorems that help us work with L∞-algebras and that also
have concrete meaning for the discussion of field theories. First, let us define the following special
classes of A∞- and L∞-algebras:

◦ a strict A∞- or L∞-algebra is one in which the higher products mi or µi vanish for i > 2;

◦ a skeletal A∞- or L∞-algebra is one in which the differential m1 or µ1 vanishes;

◦ a linearly contractible A∞- or L∞-algebra is one in which the only non-trivial higher product
is the differential m1 or µ1 and in which the corresponding cohomologies vanish.

Also, it is clear that we can construct the direct sums of homotopy algebras. Then we have the
following structural theorems:

◦ the decomposition theorem [23] states that any A∞- or L∞-algebra is isomorphic to the sum
of a skeletal and a linearly contractible A∞- or L∞-algebra;

◦ this directly implies the minimal model theorem [22, 23], which states that any A∞- or L∞-
algebra is quasi-isomorphic to a skeletal one, which is called a minimal model as it embeds
into all quasi-isomorphic L∞-algebras;

◦ the strictification theorem [42, 43] states that any A∞- or L∞-algebra is quasi-isomorphic to a
strict one.

These theorems are now useful for the homological algebraic perspective on field theories.
First, the strictification theorem implies that any field theory is equivalent to a field theory with
only cubic interaction terms. That is easily seen for scalar field theories, where one can incorporate
auxiliary fields with algebraic equations to render the action cubic, cf. [33]. It is also well-known
that Yang–Mills theory allows for a first-order formulation with cubic interaction vertices, cf. the
discussion in [37]. The abstract perspective makes this clear for any field theory.

Second, the minimal model theorem tells us that for any field theory, there is an equivalent field
theory with the same observables but without kinematical term (and thus without propagator). This
equivalent field theory therefore has to encode the tree level scattering amplitudes of the original
field theory. It is thus important to compute the minimal model of an L∞-algebra, which is best
done with the homological perturbation lemma [27, 26, 28].

4.3 Minimal models from the homological perturbation lemma

Let us focus on the case of an A∞-algebra a; the discussion for an L∞-algebra is fully analogous,
albeit slightly complicated by the graded symmetrisation operations that need to be included ev-
erywhere. The homological perturbation lemma (HPL) starts from the differential complex (a,m1)

underlying a and the diagram

(a,m1) (a◦,0) ,h
p

e
(4.5)

14
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where a◦ is the cohomology H•m1
(a), p is the projection, e is an embedding of a◦ into (a,m1), which

requires a choice (i.e. gauge fixing in the case of a gauge theory), and h is a contracting homotopy:

id=m1 ◦h+h◦m1 + e◦p , p◦ e= id . (4.6)

One can always redefine the maps e, p and h such that the following relations are satisfied:

p◦h= h◦ e= h◦h= 0 , p◦m1 =m1 ◦ e= 0 , (4.7)

which simplifies the situation a bit more. The higher products mi are then regarded as a perturbation
of the differential m1 and the HPL gives the perturbations to the other maps so that a perturbed form
of diagram (4.5) is recovered.

To simplify the discussion and to link it up to Feynman diagrams, we switch to the codifferen-
tial coalgebra picture. That is, we extend both p and e to coalgebra morphisms P0 and E0 between
⊗•a and ⊗•a◦,

P0|⊗k a := p⊗
k

and E0|⊗k a◦ := e⊗
k
. (4.8a)

The contracting homotopy h is extended to a map H0 :
⊗• a→⊗• a as follows:

H0|⊗k a := ∑
i+ j=k−1

id⊗
i⊗h⊗ (e◦p)⊗ j

, (4.8b)

which is sometimes called the “tensor trick.” We then arrive at a diagram

(⊗•a,D0) (⊗•a◦,0) ,H0

P0

E0

(4.9)

where D0 is the continuation of m1 to a codifferential on ⊗•a and equations (4.7) induce the rela-
tions

id= D0 ◦H0 +H0 ◦D0 +E0 ◦P0 ,

P0 ◦E0 = id , P0 ◦H0 = H0 ◦E0 = H0 ◦H0 = 0 , P0 ◦D0 = D0 ◦E0 = 0 .
(4.10)

We now perturb D0 to D = D0 +Dint, regarding Dint as small. The HPL then states that the
corresponding deformation of (4.9) is given by the maps

P= P0 ◦ (1+Dint ◦H0)
−1, H= H0 ◦ (1+Dint ◦H0)

−1 ,

E= (1+H0 ◦Dint)
−1 ◦E0, D◦ = P◦Dint ◦E0 ,

(4.11)

where D◦ is now the codifferential on ⊗•a◦, encoding the higher products on the minimal model
which we are after. By construction, E and P are compatible with the codifferentials,

P◦D= D◦ ◦P and D◦E= E◦D◦ . (4.12)

Later we use the fact that D◦ is given by the morphism E, which is constructed recursively:

D◦ = P0 ◦Dint ◦E , E= E0−H0 ◦Dint ◦E . (4.13)

This recursion relation is responsible for recursion relations in computations of scattering ampli-
tudes.
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5. Scattering amplitudes

The idea of perturbative quantum field theory is quite literally implemented in the homological
perturbation lemma. Given an A∞-algebra a for a Lagrangian field theory, the space a1 is the
set of fields while the space a◦1 is the set of free on-shell fields. The recursion relation (4.13)
encodes precisely the tree level Feynman diagram expansion. A slight extension of the homological
perturbation lemma incorporates loops and yet again, useful recursion relations are obtained.

5.1 Tree level

We start with the example of scalar field theory, using the A∞-algebra a defined in (3.21). We
would like to compute the tree level four-point amplitude. This is given by the higher products in
the minimal model of the L∞-algebra corresponding to a or to the symmetrised expression

A (ϕ1,ϕ2,ϕ3,ϕ4) = ∑
σ∈S4/Z4

〈ϕσ(4),m
◦
3(ϕσ(1),ϕσ(2),ϕσ(3))〉

= ∑
σ∈S3

〈ϕ4,m
◦
3(ϕσ(1),ϕσ(2),ϕσ(3))〉 .

(5.1)

The higher product m◦3 appears now in the codifferential D◦, and m◦3 is the restriction of D◦ to the
domain ⊗3a, with subsequent projection onto a. Let us introduce simplifying notation. For any
operator O :⊗•a1→⊗•a2, we denote the restriction and projection onto j inputs and i outputs by

O i, j := pr⊗ia2
◦O
∣∣
⊗ ja1

. (5.2)

In particular, m3 = D◦1,3. The recursion relation (4.13) translates to the explicit recursion

D◦1,3 = P1,1
0 ◦ (D

1,2
int ◦E

2,3 +D1,3
int ◦E

3,3) ,

Ei, j = δ
i jEi,i

0 −H0 ◦
i+2

∑
k=2

Di,k
int ◦E

k, j ,
(5.3)

so that
D◦1,3 = P1,1

0 ◦
(
D1,2

int ◦H0 ◦D2,3
int +D1,3

int

)
◦E3,3

0 . (5.4)

Explicitly, we compute

m◦3(ϕ1,ϕ2,ϕ3) = D◦1,3(ϕ1⊗ϕ2⊗ϕ3)

=
(
P1,1

0 ◦
(
D1,2

int ◦H0 ◦D2,3
int +D1,3

int

)
◦E3,3

0

)
(ϕ1⊗ϕ2⊗ϕ3)

=
(
P1,1

0 ◦
(
D1,2

int ◦H0 ◦D2,3
int +D1,3

int

))
(e(ϕ1)⊗ e(ϕ2)⊗ e(ϕ3))

= p
(
m2(h(m2(e(ϕ1),e(ϕ2))),e(ϕ3))+m2(e(ϕ1),ϕ,h(m2(e(ϕ2),e(ϕ3))))+

+m3(e(ϕ1),e(ϕ2),e(ϕ3))
)
.

(5.5)
Here, e embeds the asymptotic on-shell fields ϕi into the full set of interacting fields. The rela-
tion (4.6) shows that h is the inverse to the kinematical operator m1 on field space with the free
fields removed, i.e. the propagator. The maps m2 and m3 correspond to cubic and quartic inter-
action vertices. We can thus translate the expression (5.5) into Feynman diagrams for a “current”
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(three incoming fields, ϕ1, ϕ2, and ϕ3, and one outgoing antifield, ϕ
+
4 ) and plugging this into

formula (5.1), we recover the expected four-point tree level Feynman diagrams:

ϕ1 ϕ2

ϕ4 ϕ3

κ κ

ϕ1 ϕ2

ϕ4 ϕ3

κ

κ

ϕ1 ϕ2

ϕ4 ϕ3

κ

κ

ϕ1 ϕ2

ϕ4 ϕ3

λ
(5.6)

A more precise analysis requires us to restrict the function space C∞(R1,3) we used in the
graded vector space underlying a, for example to on-shell states with boundary values of compact
support and Schwarz functions on R1,3. This discussion can be found in [33], but we suppress
these details here and in the following, as they are mostly technical.

The same procedure can be applied to Yang–Mills theory. Here, the A∞-algebra (3.23) fac-
torises into the tensor product of a kinematical A∞-algebra and a colour Lie algebra [36]. Moreover,
the recursion relation (4.13) for E induces a recursion relation for currents, which is known as the
Berends–Giele recursion relation [1], which was used in the same paper to prove the Parke–Taylor
formula conjectured in [44].

5.2 Loop level

Let us return to the homological perturbation lemma. We note that the BV formalism gives us
a guideline as to how to incorporate the quantum effects and to go to full loop level. Namely, the
BV differential QBV should be replaced by a linear combination of the BV differential with the BV
Laplacian ∆, with a transition from classical to quantum master equation:

QBV := {SBV,−} , {SBV,SBV}= 0 −→ h̄∆+{SBV,−} , 2h̄∆SBV +{SBV,SBV}= 0 . (5.7)

In some cases, the quantum master equation requires corrections to the classical SBV in powers of
h̄. For (unregularised) scalar field theory and Yang–Mills theory, however, the classical BV action
also satisfies the quantum master equation.

We have to translate the replacement (5.7) to the dual, codifferential coalgebra picture that
we have been using at tree level. Recall that the BV Laplacian is a product of two functional
derivatives,

∆ =
∂ 2

∂φ A∂φ
+
A

, (5.8)

one with respect to a field φ A and one with respect to the corresponding antifield φ
+
A with identical

labels A (momentum, polarisation, colour factor, etc.). Dually, ∆∗ should insert pairs of fields
and antifields everywhere into the tensor product. In the case of a scalar field theory with fields
ϕ1,2 ∈ a1, for example, we expect

∆
∗(ϕ1⊗ϕ2) =

∫ d4k
(2π)4

{
ψ(k)⊗ψ

+(k)⊗ϕ1⊗ϕ2 +ψ(k)⊗ϕ1⊗ψ
+(k)⊗ϕ2 + · · ·

+ψ
+(k)⊗ψ(k)⊗ϕ1⊗ϕ2 +ψ

+(k)⊗ϕ1⊗ψ(k)⊗ϕ2 + · · ·
}
,

(5.9)
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where ψ(k) is a (momentum space) basis of the field space a1 and ψ+(k) of the antifield space a2.

The transition from classical to quantum master equation (5.7) corresponds then to a replace-
ment

Dint → Dint− ih̄∆
∗ , (5.10)

and we can still treat Dint− ih̄∆∗ as a perturbation and thus apply the homological perturbation
lemma. The recursion relation (4.13) then takes the form

D◦ = P0 ◦ (Dint− ih̄∆
∗)◦E , E= E0−H0 ◦ (Dint− ih̄∆

∗)◦E . (5.11)

Note that the map Dint − ih̄∆∗ is no longer a coderivation as it fails to satisfy the co-Leibniz
rule (2.15). As a result, the maps D◦ and E are no longer coalgebra morphisms, in general, and
the structure encoded by D◦ is not a classical A∞-algebra, but a quantum A∞-algebra. In a quan-
tum homotopy algebra, the homotopy relations are corrected by orders in h̄, cf. [45] for details on
quantum L∞-algebras. It is this quantum minimal model that describes the full Feynman diagram
expansion.

Just as at tree level, we also have a finite recursion relation at loop level [36]. Using again the
notation (5.2), the morphism Ei, j, restricted to ` loops and v interaction vertices satisfies

Ei, j
`,v = δ

0
` δ

0
v δ

i jEii
0−H0 ◦

i+2

∑
k=2

Di,k
int ◦E

k, j
`,v−1 + ih̄H0 ◦∆

∗ ◦Ei−2, j
`−1,v , (5.12)

where Ei, j
`,v = 0 for ` < 0 or v < 0. This formula can directly be inserted into a computer algebra

programme to generate the perturbative expansion to any desired order.

As an application, let us briefly examine the 1-loop correction to the 2-point function in scalar
field theory with A∞-algebra (3.21). That is, we compute D◦1,1 up to one loop. Note that (5.11)
and (5.12) simplify to

D◦1,1 = P1,1
0 ◦ (D

1,3
int ◦E

3,1
1,0 +D1,2

int ◦E
3,1
1,1)

= P1,1
0 ◦ (D

1,3
int ◦ ih̄∆

∗ ◦E1,1
0 +D1,2

int ◦H0 ◦D2,3 ◦ ih̄∆
∗ ◦E1,1

0 ) .
(5.13)

We now apply this expression to a field ϕ ∈ a◦1. First, we note that

(∆∗ ◦E1,1
0 )(ϕ) =

∫ d4k
(2π)4

{
ψ(k)⊗ψ

+(k)⊗ e(ϕ)+ψ(k)⊗ e(ϕ)⊗ψ
+(k)+

+ e(ϕ)⊗ψ(k)⊗ψ
+(k)+ψ

+(k)⊗ψ(k)⊗ e(ϕ)+

+ψ
+(k)⊗ e(ϕ)⊗ψ(k)+ e(ϕ)⊗ψ

+(k)⊗ψ(k)
}
,

(5.14)
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and the full formula (5.13) is best depicted as the following diagrams:

p

m3

h

∆∗

e

ϕ

p

m3

h

∆∗

e

ϕ

p

m3

h

∆∗

e

ϕ

+ · · ·

p

m2

h

m2

h

∆∗

e

ϕ

p

m2

h

m2

h

∆∗

e

ϕ

p

m2

h

m2

h

∆∗

e

ϕ

+ · · ·

Here, ϕ denotes the incoming on-shell field, the map e embeds it into the set of the full interacting
fields, dashed lines denote antifields, which are produced by the higher products m2,3 : a×2,3

1 →
a2 and the dual BV Laplacian ∆∗, and p is the projection of an antifield back onto the on-shell
antifields. The ellipses in the first line represent another three diagrams where the order in the
field/antifield pair produced by ∆∗ is swapped. In the second line, the ellipsis refer to another
nine diagrams, three more with the order of field/antifield pairs produced by ∆∗ as given, and a
second copy of these altogether six diagrams with the order interchanged. We note that strings of
operations as the summands in (5.13) encode several Feynman diagrams.

The 2-point amplitude at one loop is given by

A 1 loop
2 (ϕ1,ϕ2) = 〈 ϕ1 , D

◦1,1(ϕ2) 〉 . (5.15)

and the above diagrams turn indeed into the expected Feynman diagrams with the expected sym-
metry factors.
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5.3 Applications

In this last section, let us briefly point out some applications of the homological algebraic
perspective on perturbative quantum field theory. So far, we merely saw that any quantum field
theory can be recast in an equivalent quantum field theory with cubic interaction vertices and that
the Berends–Giele tree level recursion relations for Yang–Mills currents generalise to loop level
and to an arbitrary Lagrangian field theory.

One of the key reasons to consider A∞-algebras over L∞-algebras is that they allow for an easy
analysis of the colour structure of loop amplitudes in Yang–Mills theory. Recall that a Yang–Mills
field can either be regarded as a one-form taking values in the vector space underlying the gauge
Lie algebra or, in the case of a matrix gauge algebra, as a matrix-valued one-form. In the second
case, Feynman diagrams “thicken” to ribbon graphs and each line is replaced by a pair of lines,
one for each matrix index. The Lie bracket is replaced by the associative matrix product, and this
is best encoded in an A∞-algebra. Following the contractions of indices in loop diagrams, which is
particularly easy in our formalism, it becomes clear that Feynman diagrams split into planar and
non-planar diagrams and that planar diagrams dominate non-planar ones by at least one factor N,
where N is the rank of the gauge group. A more precise formula is readily derived [36] in our
picture. Moreover, the one-loop amplitude of Yang–Mills theory is fully determined by its planar
part. This has been known for some time [46], but the proof of this relation is simplified in our
formalism [36].

In general, our formalism is well-suited to prove combinatorial identities. As a new example,
let us give a short proof that the tree level Berends–Giele currents in Yang–Mills theory vanish
when summed over all shuffles; a traditional proof is found already in [47], see also [48] or [49,
Appendix A]. We start from the colour-stripped form of the Yang–Mills A∞-algebra (3.23), cf. [36],
which has in particular higher products8

m2(A1,A2) = κ(d†(A1∧A2)+?(A1∧?dA2)−?(?(dA1∧A2)) ,

m3(A1,A2,A3) = κ
2(?(A1∧?(A2∧A3))−?(?(A1∧A2)∧A3) ,

(5.16)

where here the Ai are plain differential forms. Consider now the colour-stripped current

E◦1,n(A1, . . . ,An) , (5.17)

and partition the input fields Ai into two pairwise disjoint, non-empty subsets Φ1 = (A1, . . . ,Am)

and Φ2 = (Am+1, . . . ,An). Then, at tree level,

∑
σ∈Sh(m;n)

E◦1,n(Aσ−1(1)⊗·· ·⊗Aσ−1(n)) = 0 , (5.18)

where the sum runs over all shuffles, i.e. permutations preserving the relative order of the Ai in
Φ1 and Φ2. The map E1,n can be depicted as a sum of trees with binary and ternary nodes, whose
leaves are the sequence of input fields Aσ−1(1)⊗·· ·⊗Aσ−1(n). Each such tree will contain maximal
subtrees where all the leaves are either from Φ1 or Φ2, which we call pure subtrees of type Φ1 or
Φ2. Two or three of these pure subtrees are then joined together by nodes m2 or m3, originating

8denoted by mi to distinguish from the full higher products mi
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from actions of Dint. There are now eight distinct such ordered joins, depicted below. If one of
a diagrams appears in a shuffle sum, then so do the others in the same row. Moreover, due to the
symmetry properties of m2 and m3, these sums vanish:

m2

Φ1 Φ2

+ m2

Φ2 Φ1

= 0 (5.19a)

m3

Φ1 Φ̃1 Φ2

+
m3

Φ1 Φ2 Φ̃1

+
m3

Φ2 Φ1 Φ̃1

= 0 (5.19b)

m3

Φ1 Φ2 Φ̃2

+
m3

Φ2 Φ̃2 Φ1

+
m3

Φ2 Φ1 Φ̃2

= 0 (5.19c)

Here Φ1,Φ̃1 and Φ2,Φ̃2 depict pure trees of type Φ1 and Φ2, respectively. We thus conclude (5.18),
which, as pointed out in [49], implies the Kleiss–Kuijf relations [5, 6].

5.4 Outlook

An obvious problem to attack form the homological algebraic perspective is certainly the
derivation of the BCJ double copy formulas [50, 51] which state that tree level amplitudes in grav-
ity can be obtained from two copies of colour-stripped Yang–Mills tree level amplitudes. Since the
origin of this relation lies in the open/closed duality of strings and because the underlying string
field theories are best described using homotopy algebras, our formalism seems to be the natural
framework to attack this problem.

Finally, we saw that physical equivalence of classical field theories translates to quasi-isomor-
phisms of their corresponding homotopy algebras. It would be very interesting to analyse the
corresponding statement for the minimal models of quantum homotopy algebras. In this context,
the renormalisation group flow should be a quasi-isomorphism of quantum homotopy algebras.
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