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The processing of aerial high-resolution images is key for territorial mapping and change detection
analysis in hydro-geomorphological high-risk areas. A new method has been developed in the
context of CLOSE (Close to the Earth) project, resulting in a workflow based on open source
MicMac photogrammetric suite and on High-Performance Computing. The workflow allowed
to process a sequence of more than 1000 drone images captured along a reach belonging to the
Basento River in Basilicata (Italy) during one single run.The workflow optimisation aims to extract
the orthophotomosaic, the point cloud and the Digital Surface Model (DSM) of selected areas.
The high quality of the image details can be used for land cover classification and extrapolating
features useful to mitigate the hydro-geomorphological hazard, throughMachine Learning models
trained with satellite public data. Several Convolutional Neural Networks have been tested using
progressively more complex layer sequences, data augmentation and callback techniques for
training procedures. The results are given in terms of model accuracy and loss.
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1. Introduction

The last decade has been characterized by a considerable development in geoinformatics
domain, especially regarding to new techniques which allow to detect the structure and dynamics of
the Earth surface, extrapolating 3D information from overlapping 2D images. In this context, one
of the most popular among such techniques is photogrammetry, a low-cost technique, since the only
mandatory device is a photocamera which provides very accurate topographic models exploiting
only one single acquisition. Currently, this technique is emerging due to the development and the
increasing use of UAVs (Unmanned Aerial Vehicles) and SfM (Structure from Motion) algorithms
in several application (geology, archeology, etc.).
The UAVs are very powerful tools that allow on-demand acquisition of high-resolution aerial
images, useful to identify and monitor active phenomena that result in topographic changes.
SfM is an algorithm that addresses the problem of determining 3D position of image descriptors,
regardless of the shooting angles, to estimate three-dimensional structures [1].
By leveraging the potential of these tools, large datasets can be acquired increasing the extension
of the surveyed areas and the image overlaps and increasing spatial resolution of the model using
larger image formats [2].
An important limit arises when trying to detect extended and hydrogeological high-risk areas of the
surface of the Earth, since a large amount of detailed data must bemanaged and processed to develop
high resolution models in a reasonable time. In this case, high-performance hardware is required to
run these processes. There are different commercial and free open source software which are able
to perform the photogrammetric tasks, but only a few commercial software, leveraging expensive
and dedicated hardware, can handle a large amount of data, although taking long periods of time.
This is due to the poor performance of a single computer in terms of CPUs availability and memory
capacity.
The images acquired and elaborated by the algorithm as orthophotos and orthophotomosaics can be
used for territorial classification exploiting Machine Learning (ML) techniques. The use of Deep
Neural Networks (DNNs) is considered an essential mean for detection, evaluation andmanagement
of land resources [3]. Land cover and land use classification are related both with the different land
features on the surface of the Earth and with the different purposes these territories are addressed
(e.g., residential, agriculture, industrial areas, etc.). This classification is accomplished by training
Neural Networks in order to learn and extract some particular features for each class of land surface,
starting from a set of pre-labelled aerial images previously acquired.
In our paper we will describe both the implementation of an original photogrammetric workflow,
optimized to be less time consuming with respect to other commercial software (sections 3, 4 and
5), and the setup of two different DNNs for multiple classification of aerial images (section 6). Our
results and observations are finally summarized in section 7.

2. The ReCaS-Bari infrastructure

The ReCaS-Bari data center was created by the University of Bari Aldo Moro and the National
Institute of Nuclear Physics (INFN, Division of Bari - Italy) as part of the ReCaS project (“PON
Ricerca e Competitività 2007-2013, Avviso 254/Ric”).
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The aim of the data center is to meet the growing need for scientific computing coming from
experimental and theoretical groups operating within the INFN Section and the Department of
Physics of Bari (Italy). Several services are available at the infrastructure, such as HTC, HPC, IaaS,
PaaS.
In our study we deployed the FOSS (Free Open Source Software) photogrammetric workflow on
HTC cluster which counts 128 servers for a total of about 8000 CPU core, with 4GB of RAM per
core and 4PB of parallel disk space. Each computing server, which contains up to 64 slots, can
access the whole ReCaS-Bari disk space at a speed of 10 Gbps. The GPFS distributed file system
was used for storage management. The operating system used is CentOS 7, and the queues are
managed by the HTCondor batch system, which can run single and multi-core jobs.
In order to develop ML tasks for this study a new cluster hosted in ReCaS-Bari data center was
exploited. Currently, the cluster is composed of 5 machines. Each one counts:

• 4 GPU NVIDIA V100 32GB

• 96 CPUs

• 753.5 GB RAM

• 6 TB SSD Disk

Thanks to the high number of cores, the GPUs allow the running of high-performance parallel
algorithms reducing the overall execution time. The configured cluster is able to run batch jobs or
open interactive environments where users are able to write code and test it in real time. In our study
we used interactive mode implementing ML algorithms directly via Jupyter/Tensorflow interface.

3. Method

Photogrammetry is a technique that allows to extrapolate three-dimensional information from
overlapping two-dimensional images. In order to perform this process, the Structure from Motion
algorithm [4] [5][6] adopts a sequence of fundamental steps:

• detection of key features and tie-points of the images,

• estimation of calibration parameters and camera positions and orientations,

• dense-matching and point cloud generation.

In this study, the UAV data acquisition was done with "DJI Inspire 2”, a quadcopter with aluminium-
magnesium composite body and carbon fiber arms equipped with optical sensor “Zenmuse X5S”
(20.8 MP, supported lens DJI MFT 15mm/1.7 ASPH, sensor CMOS 4/3”, FOV 72◦, image resolu-
tion 5280 per 3956 pixels). The flight altitude was on average 50 m (above ground level of take-off
location) in order to acquire the desired high-spatial resolution of about 1 cm/pixels.
Two reaches of the Basento river near Ferrandina (MT), in the Basilicata region of southeastern
Italy, were selected as research areas. Two datasets related to different reaches of the river were used:
1139 images (related to 2019), covering an area of approximately 600 per 200 m, and 2190 images
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(related to 2020), covering an area of approximately 1160 per 300 m. Our workflow is based on
MicMac, GDAL and Orfeo ToolBox open-source libraries and was developed on High-Throughput
Computing environment (HTC). Through this approach it was possible to leverage the resources
of the ReCaS-Bari computing cluster in order to manage large image datasets and return different
output such as the orthophotomosaic, the dense point cloud and the Digital Surface Model (DSM)
in a reasonable time lapse.

4. Workflow implementation

In this work a photogrammetric workflow based on SfM was developed. All the steps are
summarized in Fig.1, although here we will only go through the main ones in details.
The first step (MicMac “Tapioca Graph”) is characterized by a Scale Invariant Features Transform
operation (SIFT), which extrapolates the key features from a set of reference images and find the
candidate matching features of images creating a list of all overlapping image pairs.
In the second step (MicMac “Tapioca File”) the homologous features (known as tie-points) [7] [8] are
computed and in step 4 (MicMac “Tapas”) the 3Dpositions of the key features and camera parameters
are retrieved, so that internal orientation and external orientation parameters are generated.
The step 6 (MicMac "Malt Ortho") generates the orthophoto for each image of the dataset and step
8 (OTB "otbcliMosaic") blends them to generate the final orthophotomosaic (using a feathering
method, i.e. a mean convolution filter that replaces each pixel value with the mean value of its
neighbours). Finally, step 10 (MicMac “C3DC”) generates the dense point cloud, computing a
depth map for each image (grey-scale image that contains information relating to the distance of
the surfaces of scene objects from a viewpoint) and determining the 3D coordinate of tie points,
and step 11 (MicMac “PIMs2Mnt”) generates the Digital Surface Model (DSM) that blends the
individual depth maps.
In order to handle a large amount of high-resolution images within a good time range, high
computing and data storage resources must be required. High Throughput Computing (HTC)
represents a method for handling this computationally intense task, which let the users split a big
task into many small independent ones (a.k.a. jobs) that are distributed across a computer cluster
[9].

5. Test results and performance evaluation of the photogrammetric workflow

In this particular case of study, bottlenecks are represented by computing the tie-points, or-
thophotos and DEM, whose tasks are split into small jobs which run in parallel on independent
worker nodes of the cluster. In detail, each job performs the parallel computing of tie-points on a
small subset of the original image dataset and then the results are combined.
A similar approach was developed for orthophotos and DEM, in which each job generates individual
orthophoto and depth maps, using a small subset of images and blending the results to generate the
final orthophotomosaic and DEM.

4



P
o
S
(
I
S
G
C
2
0
2
1
)
0
3
1

A newmethod for geomorphological studies and land cover classification usingMachine Learning techniques
Giorgia Miniello

Figure 1: Processing chain of the FOSS photogrammetric workflow

In order to overcome the computational load related to those steps, the following issues must be
considered :

• parallelization of the most demanding steps on independent worker nodes (WNs);

• each job must perform the parallel calculation of tie-points on a small subset of the original
image dataset and then combine;

• similar approach must be developed for orthophoto and DEM.

The performance evaluation of the photogrammetric workflow was performed with a series of test
exploiting different configurations and number of images. In particular, the processing time of a
previous workflow configuration was compared to the one currently used. A first version of the
photogrammetric workflow involved the use of “micmac-distmatching” command to split the image
dataset into tiles and “coeman-par-local” command to generate the orthophoto and DEM for each
tile on independent worker node. Finally, in order to combine the results and generate the final
orthophotomosaic and DEM, the MicMac commands “Malt Ortho” and “Tawny” were used.
As a first approach, we considered the dataset made of 1139 images. The overall processing time
of the workflow using this configuration was about ∼37 hours and incorrect radiometric calibration
issues have been also found in the final output. Those issues have been solved using a different
command configuration, which is the one currently used, that leverages the ability to run the “Malt
Ortho” MicMac command in parallel on independent subset of images (50 images per job) and
to merge the resulting orthophotos using the Orfeo ToolBox library. In addition, through the
"image-matching" operation ("C3DC" MicMac command) performed in parallel on subsets of 50
images, depth maps useful to reduce the processing time of the final DEM (through the MicMac
command "PIMs2Mnt") were generated. Using this approach, a remarkable improvement in the
overall processing time (∼25 hours) and output quality was observed.
A further improvementwas also reached using a different cluster configurations on the best command
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configuration, increasing the number of jobs and worker nodes on which they are deployed, the
parallel execution and consequently ensuring faster file writing of each node on the File System
(GPFS).
As first, the number of worker nodes was increased from 23 to 56, reducing the number of input
images per job from 50 to 3 images, recording a significant reduction of the time needed to produce
the orthophotomosaic, the dense point cloud and DSM (∼15 hours). All these results were obtained
using batch jobs but some issues arose related to:

• cluster’s queue that manages the execution of user’s jobs;

• computing resources and performance of the worker nodes;

• several parallel jobs running on a single node greatly affecting the performance since the
photogrammetric workflow is characterized by some multi-thread MicMac command.

Once again, a considerable improvement in the workflow performance was obtained using a ded-
icated slot on each worker node to run a single job via “pssh”, ensuring a higher deployment on
different nodes, parallel access to a greater number of nodes, thus overcoming the batch system
job management and generating a list of 103 nodes associated with an id number to create a jobs
execution defined scheme. The optimization of our workflow implied a significant time reduction
of the workflow’s distributed steps. Comparing to the 56-nodes test a time reduction of ∼67% for
the orthophotomosaic generation and of ∼37% in the dense point cloud generation were recorded.
The overall processing time with this configuration is less than 10 hours. Fig.2 shows the output
for the 1139 image dataset.

Figure 2: a) Orthophotomosaic (1.3 cm/pixel); b) Digital Surface Model (2.5 cm/pixel); c) Point cloud (∼95
000 000 densified points) related to 1139 image dataset

This represents a very good result, especially compared to the processing time of the same
dataset using a commercial SfM software (Pix4D) on a single workstation, reaching a significant
reduction of the processing time of ∼73%.

6



P
o
S
(
I
S
G
C
2
0
2
1
)
0
3
1

A newmethod for geomorphological studies and land cover classification usingMachine Learning techniques
Giorgia Miniello

Finally, the FOSS photogrammetric workflow was processed using a dataset of 2190 images. The
total amount of processing time in this case is less 22 hours.

6. Territorial classification using Deep Neural Networks

The images acquired by the drone can be used to create an original dataset of aerial images
that can be divided in classes. This part of our work is currently ongoing to get the most suitable
arrangement. Comparing our images to those used in other datasets built for the purpose, a consid-
erable resolution downgrade must be applied to use ML techniques on them. For change detection
studies, the most important classes to be included for a “minimal classification” must be «Terrain»,
«Water» and «Vegetation».
Twodifferentmodels have been tested for territorial classification on theEuroSATdataset [10] (avail-
able at https://github.com/phelber/eurosat), which was explored as a first approach for the
next step of our studies. The EuroSAT dataset consists of a collection of 27000 Sentinel-2 satellite
images made of 13 spectral bands and 10 pre-labelled classes : ’Annual Crop’,’Forest’, ’Herbaceous
Vegetation’, ’Highway’, ’Industrial’, ’Pasture’, ’Permanent Crop’, ’Residential’, ’River’,’Sea Lake’.
In the first model a sequence of pairs of max pooling and convolution layers ending with a dropout
layer (30%) and a dense layer was used, setting 150 epochs. A test accuracy of ∼90% was reached
but the loss function presents huge fluctuations, see Fig.3. Fig.4 shows a summary of the accuracy
for each class compared with the overall one.
In the second model we used a different approach adding a convolutional base of the VGG16 Keras
Model (pre-loaded weights) to exploit data augmentation technique (i.e horizontal flip, vertical flip
and rotation) and improving the results.
In addition to Model Checkpoint used in the previous model, the EarlyStopping and ReduceLROn-
Plateau callback functions were added to limit the overfitting and reduce the learning rate if no
improvements are seen after a fixed number of epochs. Using this configuration, the training was
early stopped after 30 epochs reaching a test accuracy of ∼97% and stabilizing the test loss just after
a single decade, as can be observed in Fig.5. Fig.6 shows a summary of the accuracy for each class
compared with the overall one.

It could be interesting to make some observations about the misclassification of the classes and
the percentage of wrong predictions for each class for the best model, the VGG16. As expected,
Tab.1 shows a reciprocity in misclassification (e.g., the Permanent Crop class is mostly misclassified
for Herbaceous Vegetation and viceversa, the Residential class is mostly misclassified for Industrial
and viceversa, etc..) for most classes and Fig.7 shows the number of wrong predictions for each
class. The Herbaceous Vegetation turned to be the most misclassified class reaching a percentage
of 7.5%.
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(a) Accuracy for max pooling DNN (b) Test loss for max pooling DNN

Figure 3: Score for max pooling DNN model

Figure 4: Summary of the accuracy for each class for the max pooling DNN model

(a) Accuracy for max pooling DNN (b) Test loss for max pooling DNN

Figure 5: Score for VGG16 DNN model
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Figure 6: Summary of the accuracy for each class for the VGG16 DNN model

Table 1: Misclassification table for each class for VGG16 DNN model

Class Number Class Name Mostly misclassified for class...
1 Permanent Crop Herbaceous Vegetation
2 Residential Industrial
3 Herbaceous Vegetation Permanent
4 Pasture Forest
5 River Highway
6 Industrial Residential
7 Forest Pasture
8 Annual Crop Permanent Crop
9 Highway River
10 Sea Lake Annual Crop/Forest

7. Conclusions

An original FOSS photogrammetric workflow to process a large dataset of geotagged high-
resolution images in a single run was presented. Processing time has been optimized distributing the
computationally most expensive steps on cluster nodes. A comparison of the processing time with
different configurations both of the workflow commands and of the WNs was presented. Results
showed that increasing the number of the jobs (thus reducing their workload) and the number of
WNs, the processing time can be drastically reduced, ensuring parallel execution and faster file
writing performed by each node on the File System (GPFS).
Two datasets made of 1139 and 2190 high-resolution (1.09 cm/pixel) images respectively have been
processed in a relative short time, generating the orthophotomosaic (1.3 cm/pixel), the dense point
cloud (∼95 000 000 and ∼200 000 000 densified points) and DEM (2.5 cm/pixel) of the detected
areas. All these objects are useful to perform detailed hydro-geomorphological analysis of the
investigated area.
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Figure 7: Wrong predictions for each class using the VGG16 DNN model

Further improvements could be expected using more dedicated slot of all worker nodes of the cluster
to perform jobs, distributing them and further increasing their parallel execution. More populated
dataset will be used and a re-calibration on the workflow will be considered for future studies. From
the orthophotos an original dataset will be generated to perform territorial classification for next
analyses.
We applied DNNs to the EuroSAT dataset (27000 satellite images) to test two different models for
land cover classification. Our best model was a VGG16 Keras Model (pre-loaded weights) in which
we used data augmentation technique reaching an overall accuracy of 97% and also reducing test
loss to less than 10%.
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