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1. Introduction

When analyzing the enormous amount of data gathered by particle scattering experiments such
as those taking place at the Large Hadron Collider at CERN, high precision theoretical predictions
based on the Standard Model of particle physics are needed, in order to be able to detect potential
tiny discrepancies between theory and experiment, which may hold the key to new physics.

In the language of quantum field theory, precise predictions for the outcome of a particle
scattering process require the computation of Feynman integrals, which are mathematical objects
given as

I =
∫ ddki

πd/2 · · ·
∫ ddkL

πd/2

N(k)
Da1

1 (k)D
a2
2 (k) · · ·D

aP
P (k)

(1.1)

where the Ds are propagators of the form Di = (k+ p)2−m2, d = 4−2ε is the space-time dimen-
sionality, k and p are d-dimensional momenta (internal and external), the ai are integer propagator
powers, L is the number of loops, and P the number of propagators.

Higher precision theoretical predictions require the computation of Feynman integrals with
more loops and legs than has been done previously. Adding a loop or a leg to a Feynman integral,
implies a huge increase in complexity. For that reason it is important to reduce the set of integrals
that has to be computed to a minimum number. Different Feynman integrals in the same family, i.e.
integrals differing only by the values of the powers ai, are related through linear relations, allowing
for the expression of any integral in a integral family as a linear combination of a minimal set of
integrals, known as master integrals

I =
ν

∑
i=1

ciIi (1.2)

with ν denoting the number of master integrals in the family.
The traditional way of deriving these linear relations, is through the use of integration-by-

parts relations [12], which may be combined in a systematic way using Laporta’s algorithm [13].
This algorithm requires the solution of a huge linear system of equations relating the integrals
in order to extract the relations needed. For more complicated Feynman integrals this becomes
a significant computational challenge and therefore the search for a more direct way to extract
relations on the form of eq. (1.2) becomes of higher interest and importance. The approach based
on the intersection number, first applied to Feynman integrals in refs. [1] and further developed
in [2, 3, 4] as well as [14, 15, 16], is a promising piece of progress in that direction.

2. The loop-by-loop Baikov representation

Before discussing the intersection theory, let us briefly discuss the loop-by-loop Baikov repre-
sentation. The Baikov representation [17] (see also [18, 19, 20, 21, 22, 23]) for Feynman integrals
is a parametric representation, meaning that the integrations are over a number of scalar variables,
rather than over the d-dimensional loop-momenta of eq. (1.1). Other examples of parametric rep-
resentations of Feynman integrals are Feynman and Schwinger parametrizations. Baikov represen-
tation is characterized by the fact that the integration variables equal the propagators of the original
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integral. A Feynman integral in standard Baikov representation is given by

I =
J (−i)L π(L−n)/2 G (E−d+1)/2

∏
L
l=1 Γ((d+1−E−l)/2)

∫ N(x) B(d−E−L−1)/2 dnx
xa1

1 · · ·x
aP
P

(2.1)

Here L is the number of loops, and E the number of independent external momenta.

n = EL+L(L+1)/2 (2.2)

is the number of Baikov variables which again equal the number of scalar products that can be
formed between the L loop-momenta and the full set of internal and external momenta. The two
polynomials are

G = G(p1, . . . , pE) , B = G(k1, . . . ,kL, p1, . . . , pE) (2.3)

where G(y) is the Gram determinant of the set y with itself, that is the determinant of the matrix
formed by all the scalar products yi·y j. Finally J is the Jacobian of a variable change from the
independent scalar products to the Baikov variables, that is J−1 = det(dPi/d(k·p) j). The expression
for J depends on the exact definition of the propagators, but usually J =±2L−n. We see that in most
cases n > P, which means that we have to introduce some artificial propagator-like objects to play
the role of the remaining Baikov variables.

The loop-by-loop Baikov representation [23] applies the variable changes needed to go to
Baikov representation to each loop individually rather than to the whole diagram at once. We
define El as the number of momenta external to the lth loop, after performing the parametrization
on the loops labelled with ki>l . This number may include the loop-momenta of lower-numbered
loops, and also external momenta not directly attached to the kl-loop which may be induced by the
previous parametrizations. See fig. 1 for an example.

In this loop-by-loop case we get the number of integration variables to be

ñ = L+
L

∑
i=1

Ei (2.4)

which in most cases will be smaller (and never larger) than the number given by eq. (2.2).
In that case, the general loop-by-loop Baikov parametrization of the integral of eq. (1.1) is

I =
J (−i)L π(L−ñ)/2

∏
L
l=1 Γ((d−El)/2)

∫ N(x)
(

∏
L
l=1 G

(El−d+1)/2
l B

(d−El−2)/2
l

)
dñx

xa1
1 · · ·x

aP
P

(2.5)

The corresponding polynomials are

Gl = G({ql}) , Bl = G(kl,{ql}) (2.6)

where {ql} is the set of momenta external to the lth loop. J is defined as above, and is usually given
as J =±2L−ñ.

If we take all loops to depend on all lower loop-momenta and all external momenta, we get
El = E + l−1 implying that ñ = n, and it is not hard to see that eq. (2.5) will reduce to eq. (2.1) in
that case.
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Figure 1: This figure shows the massless pentabox integral, first studied in [24, 25]. It is a good
example for showing the loop-by-loop Baikov parametrizartion. When doing loop-by-loop one has
to choose which loop to start from. Starting from the q1-loop-corresponding to k1=q2,k2=q1 gives
the set of propagators containing k2 to be k2

2, (k2+p1)
2, (k2+p1+p2)

2, (k2−k1)
2. From this we see

that the set of momenta external to that loop is {p1, p2,k1} corresponding to E2 = 3. The Gram-
matrices B2 and G2 will contain the scalar products between k1·p1 and k1·p2 which together with
the remaining propagators show that the k1 integration depends on all four independent external
momenta, so E1 = 4. This gives by eq. (2.4) ñ = 2+ 4+ 3 = 9 showing that only one auxiliary
Baikov variable is needed, which we may choose as x9 = (k1+p1)

2.
Alternatively one could have chosen to start from the other side so k1=q1,k2=q2. In this case the
propagators containing k2 would be k2

2, (k2−p5)
2, (k2−p5−p4)

2, (k2−p5−p4−p3)
2, (k1−k2)

2 cor-
responding to E2 = 4. This time B2 and G2 would introduce the scalar products k1·p5, k1·p4, and
k1·p3 which together with those coming from the remaining propagators gives E1 = 4 correspond-
ing to ñ = 10 i.e. one more than in the other case. This shows the importance of a clever choice of
parametrization of the momenta when applying the loop-by-loop Baikov representation.

3. Theory

Eq. (1.2) may remind the reader of writing a vector in a vector space in terms of a basis of
vectors for that space. And indeed the space of Feynman integrals do live up to all requirements
for being a vector space [1], so referring to the set of master integrals as a basis is not merely a
metaphor.

For vector spaces equipped with an inner product, expressing a vector 〈v| in terms of basis
vectors 〈vi| is an easy task, since

〈v|= ∑
i j
〈v|v j〉(C−1) ji 〈vi| with Ci j = 〈vi|v j〉 (3.1)

and thus

〈v|= ∑
i

ci〈vi| ⇒ ci = ∑
j
〈v|v j〉(C−1) ji (3.2)

So we realize that the computationally intensive IBP-based algorithm traditionally used to
extract the coefficients of eq. (1.2), may be avoided if we find a way to introduce (what corresponds
to) an inner product between Feynman integrals.

To introduce this terminology, we must discuss parametric representations of Feynman inte-
grals, such as those discussed in the previous section. In these representations Feynman integrals

3



P
o
S
(
M
A
2
0
1
9
)
0
1
7

Intersection Theory and Feynman Integrals: Univariate Hjalte Frellesvig

are objects of the form

I =
∫

C
u(z)ϕ(z) with u(z) = ∏

i
Bi(z)γi (3.3)

where z is a set of variables, Bi are polynomials in the z, the γi are non-integers, and ϕ is a
differential form in the z, with a prefactor that is a rational function ϕ̂(z) with the property that all
potential poles of u(z)ϕ(z) are regulated by the γi.

Feynman integrals in the Baikov representation (eqs. (2.1) and (2.5)) are of that form, and so
are Feynman integrals in the Lee-Pomeransky form [26] of Feynman parametrization, as long as
potential poles in the individual variables are regulated [2] zai

i → zai+ρi
i where the regulators ρi may

be put to zero at the end of the computation. We will focus on the Baikov parametrization in the
following.

In addition, also derivatives of Feynman integrals with respect to kinematical variables, and
Feynman integrals in shifted dimensions (d → d± 2n) are of the form of eq. (3.3), so a unified
description of integrals of that form will be applicable to all these different objects.

Building on this terminology we may define

ω = d log(u) (3.4)

to be of use later. This object has the property that the number of master integrals ν may be found
as [26]

ν = number of solutions to “ω = 0” (3.5)

something that will be used extensively in the following.
The integral of eq. (3.3) may be reexpressed as a pairing between a twisted co-cycle 〈ϕ| and a

twisted cycle |C ]

I =
∫

C
u(z)ϕ(z) = 〈ϕ|C ] (3.6)

where the multi-valued function u is implicit in the definition of the pairing. The 〈ϕ| and |C ]

should be understood not as being necessarily equal to the ϕ and C of eq. (3.3), but rather as
representatives of the group of forms and integration contours respectively, which integrate to the
same I.

It is likewise possible to define a dual twisted cycle and cocycle as
∫
C u−1(z)ϕ(z) = [C |ϕ〉.

This allows for the introduction of pairings between the cycles and the co-cycles themselves
〈ϕL|ϕR〉 and [CL|CR] which are known as intersection numbers. For the complete definition of
the intersection numbers, we must refer to the mathematical literature [27, 28]. In the following we
will focus solely on the intersection number of the twisted co-cycles 〈ϕL|ϕR〉, which play the role
of the inner product we were searching for.

With this definition in place, we now have a way of extracting the master integral coefficients
of eq. (1.2). This can be done [1] using eq. (3.2) as

〈ϕ|C ] = ∑
i

ci〈ei|C ] ⇒ ci = ∑
j
〈ϕL|h j〉(C−1) ji (3.7)

with Ci j = 〈ei|h j〉 as in eq. (3.1) and with 〈ei| and |hi〉 being the bases of cocycles and dual cocycles
respecitively.
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4. Univariate intersection numbers

Let us start by the univariate case in which the integral of eq. (3.3) is with respect to just one
variable z. For that case the intersection number is given as

〈ϕL|ϕR〉= ∑
p∈P

Resz=p(ψpϕR) (4.1)

with

(d +ω)ψp = ϕL (4.2)

The sum goes over P , the set of poles of ω , and ψ is defined as the solution to eq. (4.2), but
as indicated by the subscript all that is needed for practical applications is a solution that is valid
around the point p, as the residue operation is local, so the defining equation can be solved using a
series ansatz.

Let us illustrate this formula and eq. (3.7) on the Gauss’ hypergeometric function

2F1(a,b,c;x) =
∫ 1

0
u(z)dz with u(z) =

Γ(c)
Γ(b)Γ(c−b)

zb−1(1− z)c−b−1(1− xz)−a (4.3)

This corresponds to eq. (3.3) with C = [0,1] and ϕ = 1dz.
Hypergeometric functions are related through relations called contiguity relations, which re-

late different 2F1 for which the indices a,b,c differ by integers. This is the equivalent of the linear
relations relating Feynman integrals in the same family. One example of a contiguity relation is

2F1(a,b+1,c+1;x) = c1 2F1(a,b+1,c;x)+ c2 2F1(a,b,c;x) (4.4)

The values of c1 and c2 are known, but we will try to derive them using the intersection-based
formalism. With the u given above, these three integrals correspond to

ϕ̂ =
cz
b
, ê1 =

(1+b− c)z
b(z−1)

, ê2 = 1 , (4.5)

with ϕ = ϕ̂ dz and ei = êidz.
The first step is to compute ω:

ω = dlog(u) =
(

b−1
z

+
b− c+1

z−1
+

ax
1− zx

)
dz (4.6)

Solving for ω = 0 gives two solutions corresponding to the ν = 2 master integrals appearing on the
RHS of eq. (4.4).

In order to be able to use the projecting formula eq. (3.7), we also need a set of dual forms
|hi〉. They can be chosen almost arbitrarily as long as no poles are present that are not poles of ω .
We chose

ĥ1 =
1
z
− 1

z−1
, ĥ2 =

1
z
− x

xz−1
. (4.7)
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To apply eq. (3.7) we need to compute all intersection numbers between the forms of eqs. (4.5) and
(4.7), i.e.: {

〈ϕ|h1〉,〈ϕ|h2〉,〈e1|h1〉,〈e1|h2〉,〈e2|h1〉,〈e2|h2〉
}

(4.8)

Let us focus on 〈e2|h1〉. To find the intersection number we need to perform the sum of eq. (4.1).
It goes over the set of poles of ω i.e.

P =
{

0, 1, 1
x , ∞

}
(4.9)

Let us start by the contribution from z = 0. In that point we need to find a solution ψ0 to eq. (4.2)
on the form of a series ansatz, that is

ψ0 = ∑
i

κizi (4.10)

solving eq. (4.2) order by order in z, we find the solution

κ≤0 = 0 , κ1 =
1
b
, κ2 =

c−b−1−ax
b(b+1)

, . . . (4.11)

and inserting that solution into the residue of eq. (4.1) gives

Resz=0(ψ0h1) = 0 (4.12)

The residues in z = 1 and z = 1
x are likewise 0, only the pole in infinity contributes with the value

1
c−a−1 , and therefore

〈e2|h1〉= ∑
p∈P

Resz=p(ψph1) =
1

c−a−1
. (4.13)

The same computation can be done for the other intersection numbers, with the results

〈ϕ|h1〉=
c(a−ax+bx)

b(c−a)(c−a−1)x
, 〈ϕ|h2〉=

c(c+ x+bx− cx−1)
b(c−a)(c−a−1)x2 ,

〈e1|h1〉=
b−a

b(c−a−1)
, 〈e1|h2〉=

1+b− c
b(c−a−1)x

, (4.14)

〈e2|h1〉=
1

c−a−1
, 〈e2|h2〉=

1
(c−a−1)x

.

Inserting these results into the projection formula eq. (3.7), we get the results

c1 =
c(1− x)
x(a− c)

, c2 =
−c

x(a− c)
, (4.15)

which makes the contiguity relation of eq. (4.4) true, something that can be checked with the
literature or numerically.

The same approach can be applied to the most general univariate generalization of the 2F1,
known as the Lauricella FD function [29] defined as

FD(a,b1, . . . ,bn,c;x1, . . . ,xn)

=
Γ(c)

Γ(a)Γ(c−a)

∫ 1

0
za−1(1− z)c−a−1

n

∏
i
(1− xiz)−bidz . (4.16)

This integral family has n+ 1 master integrals, the coefficients of which can be extracted using
eq. (3.7) as above.
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5. The (maximal cut of the) double box

Figure 2: The massless doublebox

After the purely mathematical example of the 2F1 let us try (following ref. [2]) an example
relevant for real life particle physics, the double box seen on fig. 2. This is a Feynman integral on
the form of eq. (1.1), and it is given in terms of the propagators

D1 = k2
1 , D2 = (k1− p1)

2 , D3 = (k1− p1− p2)
2 , D4 = (k1− k2)

2 ,

D5 = (k2− p1− p2)
2 , D6 = (k2 + p4)

2 , D7 = k2
2 , z = (k2− p1)

2 . (5.1)

where the z represents an irreducible scalar product (ISP).
We will analyze it on the maximal cut, in which case the loop-by-loop version [23] of Baikov

representation given by eq. (2.5) allows for a univariate representation:

Idbox =
∫

C
udz with u ∝ z

d
2−3(z+ s)2− d

2 (z− t)d−5 (5.2)

We see that this integral is equivalent to the 2F1 defined in eq. (4.3) up to a variable change, and
therefore the rest of the computation will proceed along similar lines.

Let us say we want to reduce the integral having two powers in the numerator of the ISP
corresponding to the variable z, to a basis of master integrals with zero and one powers respectively.
That is

I1111111;−2 = c0I1111111;0 + c1I1111111;−1 , (5.3)

corresponding to the co-cycles ϕ = z2dz, ϕ0 = dz, and ϕ1 = zdz. Going through the same procedure
as above, tells us that for using eq. (3.7) we need to compute six intersection numbers, those of these
three co-cycles with a set of dual co-cycles. Computing those intersection numbers and combining
the according to eq. (3.7) gives the results

c0 =
(d−4)st
2(d−3)

, c1 =
2t−3(d−4)s

2(d−3)
, (5.4)

in agreement with the results obtained in the literature and by standard IBP-based codes such as
FIRE [30].

With the same method we were able to get correct relations on the maximal cut for a large
number of Feynman integrals, most of which are depicted in fig. 3.
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Figure 3: Univariate examples from ref. [2].

6. Discussion

In this work we elaborated on the relation between Feynman integrals and intersection theory,
first presented in [1] and further developed in [2, 3, 4].
The focus of this contribution was on the univariate version of the theory, and for the multivariate
generalization see [3, 4] or the contribution [5].

We showed how Feynman integrals have a natural vector space structure with an inner product,
allowing for new ways to compute their reduction onto a basis of master integrals.
In particular, we described the evaluation of univariate intersection numbers for twisted cocycles,
which are the key ingredients of the master decomposition formula eq. (3.7). We applied the mas-
ter decomposition formula to derive contiguity relations between hypergeometric functions and, by
means of the loop-by-loop Baikov representation (the properties of which are further outlined in
this work), to a large number of Feynman integrals.
Interesting future studies would be to systematically apply intersection theory to integral parame-
terizations different from Baikov, as well as refining the algorithm for the computation of the inter-
section numbers, for instance in ways that remove the explicit solution of the differential equation
of eq. (4.2). Additionally fruitful results might be obtained by combining these promising new
techniques with finite field methods.
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