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1. Introduction

It is widely accepted that SNR are the dominant source of both nuclei and electron cosmic
rays, based on the agreement for the power law shape of the spectrum and the energy requirement
to maintain the galactic cosmic-ray density. And while indirect measurements through gamma rays
support the acceleration of cosmic rays in SNR, no direct measurement of cosmic rays from an
individual source could be accomplished, due to their origin being masked by the random walk
propagation in the galactic magnetic field. Cosmic-ray electrons of TeV region energy however are
limited by energy loss to a propagation range of about 1 kpc. Therefore, the TeV region electron
flux is a direct probe for acceleration of cosmic rays in the few nearby SNR which are possible
sources. Ref. [1] established the most important candidate sources of electron cosmic rays at TeV
energy: The Vela SNR is expected to dominate the spectrum in the TeV region due to its distance
of ~ 0.3 kpc and age of ~ 11 kyr. Significant contributions are expected from the Monogem SNR
at also ~ 0.3 kpc distance but with an age of ~ 86 kyr at the lower end of the TeV region, and from
Cygnus Loop with a larger distance of ~ 0.44 kpc and ~ 20 kyr, giving a subdominant contribution
in a similar energy range as Vela. As normalization of the spectra, the total energy emitted in

electron cosmic rays above 1 GeV is estimated to be Qogy, ~ 1 X 107

erg. Assuming generic
continuous emission and delayed burst-like emission scenarios, the preferred range for Qo ., and
upper limits on it, are derived in this study based on the latest all-electron spectrum measured
by CALET. Secondary particles and the source of the positron excess comprise a well defined
background contribution based the positron-only flux measured by AMS-02, which is thus used in

a combined fitting with the CALET data.

2. Methods

2.1 Propagation Models

The nearby SNR spectra are calculated with the numerical propagation code DRAGON [4],
which is also used to define the propagation parameters via calculation of the nuclei spectra, concur-
rently providing spectra of the secondary electrons and positrons forming part of the background.The
propagation models explain the spectral hardening observed in the nuclei spectra by the slope of the
diffusion coefficient with rigidity decreasing gradually from 6; = 0.5 (Kraichnan). This allows for
the common injection spectrum for all primary nuclei species to be a single-index (y;) power law,
with exponential cut off at rigidity R.,; to model the spectra’s subsequent softening. Measurements
of the proton spectrum and the boron-to-carbon ratio together constrain the fundamental propa-
gation parameters. Introducing a spatial dependence of the diffusion coefficient allows for good
agreement of the model with measurement data. The diffusion coeflicient increases exponentially
with galactic radius r for r > r,, while constant for r < r,, and with distance from the galactic
plane z for z > z,, while constant for z < z,. With r, = 2 kpc and z,, = 0.15 kpc, the regions of
constant diffusion correspond to the galactic bulge and the thin disk respectively. Combining this
spatial dependence with the rigidity dependence, the diffusion coefficient is expressed as

R [ R él;(sh -
D(r, z, R) = Dy max {e(r_r")/rs, 1} max {e(z_z")/ZS, 1} (R_) 1+ (R_) . (D)
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Model A B c X Model A B C X
Parameter Parameter

Do [10%cm?/s] 0.66 | 1.321.78 | 0.16 vi 2341234 (2342335
rs [kpel 45 | 45| 45 | 3.0 Reur[TV] 100 | 100 | 100 | 30

L [kpc] 3 6 9 6
zs [kpe] 18 [ 3553106 Dosory [10%8cm?/s] | 2.68 | 535 | 7.22 | 1.31
Rp, [TV] 051]05]05] 10 @) [GV] 0.32]0.34 | 0.36 | 0.89
5p 02| 02|02 001 @, [GV] 20 | 20|20 | 037
s 0.05 | 0.05 | 0.05 | 0.3 @(10 GV)[GV] 0.43 | 0.45 | 0.47 | 0.91

Ve [km/s] 0| 0| 0|18

Table 1: Propagation model parameters: Diffusion condition parameters are listed in the left table, the
injection spectrum parameters in the right table, top section, and derived parameters in the bottom section.

For comparison with the measurements, the DRAGON output is fitted to AMS-02 proton and B/C
ratio data above 5 GeV/n with variable parameters to adjust flux normalization and solar modulation.
Solar modulation is treated by a rigidity dependent potential based on Ref. [5] given by

1+ (R/R,)*
(R/R,)®
with @g being a fully free parameter, while the reference rigidity R, is set to 0.5 GV and @ is
varied in the interval [0,2] GV to remain in the range of rigidity dependence considered in Ref. [5].
Four specific propagation models are used in this study, designated A, B, C and X, for which
the parameters are given in Table 1. Models A, B and C reproduce the proton and B/C ratio,
with diffusion zone height and diffusion coefficient increasing from A to C. Model X simultane-

O(R) = Oy + D )

ously reproduces the helium spectrum measurements based on the same injection spectrum within
experimental uncertainty, achieved by a stronger spatial variance of the diffusion coefficient in
combination with diffusive re-acceleration, and by adjusting the break in the rigidity dependence
of the diffusion coefficient for a balance between proton and helium spectra characteristics. The
comparison between the results of the DRAGON nuclei spectra calculations and measured data is
shown in Figure 1. The fit to AMS-02 proton and B/C (and helium for Model X) data yields reduced
x? below one for all models.

2.2 Electron and Positron Flux Parametrization

Four components are considered in the modeling of the electron and positron spectra: Primary
electrons from distant SNR, secondary electrons and positrons, pulsars as the source of the positron
excess, and the electron flux from the nearby SNR. As this study is about generic cases of astro-
physical sources, the pulsar explanation of the positron excess is chosen over non-standard dark
matter and secondary production scenarios. The electron flux parameterization is written as

Aye \ S

B o E s | —E
q)e = CeE (re=hye) 1+ (E_b) e (Ecmd) + (Ds(e’) + q)pulsars + QpearSNR > (3)
norm
and the positron spectrum as
+ Cs
cDg = C (Ds(e") + (I)pulsars . (4)
norm
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Figure 1: Comparison of the DRAGON calculation results to measurements. Top left: Proton spectrum
fitted to AMS-02 data [6] and compared to CALET [7] and DAMPE [8] data. Top right: B/C ratio fitted
to AMS-02 data [9] and compared to CALET [10] data. Bottom left: Helium spectrum in rigidity fitted
(Model X) to AMS-02 data [11]. Bottom right: Helium spectrum in energy per particle compared to
CALET [12] and DAMPE [13] data. For all experimental data the systematic errors are added quadratically

to the statistical error.

The spectrum of primary electrons from distant SNR is parameterized by a power law with a soft
spectral break (normalization C,, index 7., break position E; and index change Ay, are free fit
parameters in the fit to CALET and AMS-02 data, softness s = 0.05 is fixed) at low energy, and
a high-energy exponential cut-off at E.,;, = 1 TeV representing radiative energy loss of high
energy electrons. The secondary positron (®g.+)) and electron (Pg(.-)) fluxes are taken from the
nuclei DRAGON calculations with the scale factor Cj,,,, from normalization to the proton flux
re-scaled by the free parameter (Cs/C0rm) to account for remaining uncertainties in secondary
particle production. For @545, the pulsars within 1 kpc and younger than 1 Myr from the
ATNF catalog [14] are considered. Their individual parameters (age, position, initial energy)
are taken from the ATNF catalog, with the initial rotation energy calculated as Qg = E T?/t,
where 7 = 10 kyr is the assumed spin-down timescale [15]. It is assumed that all pulsars share
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the same power-law with cut-off injection spectrum defined by spectral index, cut-off energy and
acceleration efficiency, which are free parameters in the fitting. The spectrum injected by each
pulsar is propagated using the analytic solution of the propagation equation for a point source as
explained in Ref. [16]. The diffusion coeflicient is approximated by the rigidity dependent function
at the position solar system with normalization Dg(s.y listed in Table 1. ®,.4-snyr is calculated
with DRAGON as a point source at each SNR’s position, with power law index 7y; identical to that
of the nucleons, and multiple values studied for the cut-off energy. Each SNR’s injection spectrum
is normalized to emitting Qognp = 10*8 erg over 1 GeV integrated over the injection duration, with
the re-scaling factor varied in the fitting and limit calculation. Solar modulation is applied by the
force field approximation with a constant modulation potential corresponding to the value at 10 GV
from the fit to the nuclei data for each propagation model listed in Table 1.

2.3 Fitting and Limit Calculation

The model is fitted to the data of CALET based on total flux ®, + @} and data of AMS-
02 [3] for E > 10 GeV based on ®} by minimizing the sum of x? of both comparisons, with
systematic uncertainties of both measurements taken into account. For the CALET measurement,
the energy dependent 10~ deviation A(E) is calculated for each data point in the same way as the
values listed in the supplemental material of Ref. [17] for the following systematic uncertainty
sources: Normalization, tracking, charge selection, electron identification, Monte Carlo model
dependence. A shift by wA(E) is performed as part of the fit function with the weight w for each
systematic uncertainty source as a free parameter and each squared weight added to the total y? of
the fit as explained in Ref. [16]. With this method, the known energy dependence of the systematic
uncertainty connects the high energy range relevant for nearby SNR signatures to lower energy data-
points, improving the constraint on the model over quadratic addition of statistical and systematic
error. Systematic errors without known energy dependence (trigger and BDT proton rejection) are
added quadratically to the statistical error. For the AMS-02 measurement, the error on mean energy
o g in each bin is translated into an error on flux o ;g using the power law index y,+ also shown in
Ref. [3] via the relation o j(g) = J(E)(0E/E)(ye+ — 1). To derive a limit on Qg ., the parameter
is increased in steps until y? exceeds the 95% CL threshold, while all free parameters including the
systematic uncertainty weights are re-adjusted to accommodate the increased flux from the nearby
SNR. To determine the precise value of Qg , for which the 95% CL threshold is crossed, the scan

045

is repeated from the last allowed value with a factor 10 smaller step size, down to steps of 10™ erg.

2.4 Comparison with Anisotropy Constraints

For each calculated best-fit and limit-fit based on the spectrum, a test whether the anisotropy in
this case is allowed by the Fermi-LAT anisotropy limits [ 18] or not is performed. The flux anisotropy
for the nearby SNR is calculated with DRAGON using the method described in Ref [19], with the
flux from distant SNR and the pulsars taken as isotropic. If the anisotropy exceeds Fermi-LAT
limit, a best-fit model can be considered excluded, while in the case of the limit fit, it indicates that
already a stronger limit based on the Fermi-LAT anisotropy measurement exists.
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Left: Best Fit (x/ndof = 35.8/76.0)
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Figure 2: Best fit (left) and limit fit (right) for the case of 5 kyr delay and 30 TeV cut-off energy in
propagation model X, including only Vela. See legend for explanation of each graph element. The
weights of the systematic uncertainties in the best (limit) fit are 0.80 (0.26) for normalization, 0.39 (4.09)
for tracking, 0.28 (1.47) for charge selection, 1.75 (0.03) for electron identification, 0.34 (2.69) for Monte
Carlo, shifting the reference for the fit function as indicated by the gray band while contributing 4.05
(26.2) to x>

duration [kyr] delay [kyr]
Model 0 1 [ 2 [ 5 [ 10 1 [ 2 [ 5 [ 10
Best-Fit Qg [10%8 erg]
X [037-0.58|044-0.58 | 043-0.65 | 0.52-0.76 | 0.93—1.33 | 0.54—0.79 | 0.47-0.67 | 1.84-2.59 | 2875-4037
A ]035-049 | 0.34-0.48 | 0.33-0.48 | 0.33-0.46 | 0.42-0.59 | 0.36—0.51 | 0.32-0.46 | 0.42-0.60 | 5.68—8.10
B |0.55-0.78 | 0.52—0.77 | 0.50—0.71 | 0.44-0.62 | 0.37-0.53 | 0.51-0.72 | 0.45-0.65 | 0.37-0.54 | 0.55-0.77
C |0.70-1.01 | 0.92-1.01 | 0.62-1.02 | 0.57-0.83 | 0.41-0.61 | 0.58—0.92 | 0.58—0.85 | 0.43-0.65 | 0.37-0.51
95%CL-Limit Qg [10*® erg]
X 1.83-2.44 [ 1.92-2.56 [ 2.04—2.71 | 2.63-3.47 | 4.62-6.10 | 2.59-3.41 [ 2.35-3.10 | 10.6—13.9 | 21365—28612
A | 1.40-175|139-1.74 | 1.38—1.74 | 1.40—1.79 | 1.87-2.43 | 1.50—-1.91 | 1.37-1.73 | 2.00-2.62 | 41.3-56.2
B |206-248 | 1.98-2.38 | 1.90-2.29 | 1.68-2.05 | 1.60—-2.00 | 1.92-2.34 | 1.75-2.12 | 1.57-1.94 | 3.19-4.17
C |273-327(260-3.12|248-297 | 2.11-2.54 | 1.73-2.13 | 247-2.97 | 2.25-2.70 | 1.74-2.11 | 1.88-2.42

Table 2: Result overview for the Vela-only study. Each cell shows the range of Qg , . With variation of
the cut-off energy, where in general the higher value is for 10 TeV and the lower for 200 TeV.

3. Results

3.1 Vela-only Best-fit and Limit

For each propagation model, the two cases of continuous cosmic ray injection with constant
intensity and of delayed burst-like injection have been studied for injection duration or delay of 0, 1,
2, 5 and 10 kyr respectively. For each model and duration/delay time, the values of 10, 20, 30, 50,
100 and 200 TeV were studied for the source spectrum cut-off energy, with all fits yielding reduced
x? around one half, so that no significant preference for these parameters can be derived from the
fit. Figure 2 shows the best and limit fit spectra for the example case of 5 kyr delayed injection
and 30 TeV source cut-off energy in Model X. Table 2 gives an overview of the obtained best-fit
and limit values for Qo ., indicating that the variation of either is within a factor four, except for
the cases with low diffusion speed and late release of the cosmic rays (Model X, 5 kyr and 10 kyr
delay; Model A, 10 kyr delay), for which only the highest energy electrons arrive within the short
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Left: Best Fit (x/ndof = 31.0/76.0)
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Figure 3: Best fit (left) and limit fit (right) for the case of 5 kyr delay and 30 TeV cut-off energy, including
all three nearby SNR in propagation model X. See legend for explanation of each graph element. The
fitted weights of the systematic uncertainties in the best (limit) fit are 0.68 (2.70) for normalization, 0.91
(2.57) for tracking, 0.70 (1.57) for charge selection, 0.39 (2.38) for electron identification, 0.17 (2.63) for
Monte Carlo, shifting the reference for the fit function as indicated by the gray band while contributing
1.96 (28.9) to x°.

duration [kyr] delay [kyr]
Model 0 1 [ 2 [ 5 [ 10 1 [ 2 [ 5 [ 10
Best-Fit Qg [10%8 erg]
X 0.33-0.50 | 0.35-0.57 | 0.36-0.55 | 0.44-0.71 | 0.70-1.21 | 0.43-0.70 | 0.41-0.67 | 1.38-2.23 | 2.05-3.17
A 0.27-0.40 | 0.27-0.37 | 0.26-0.39 | 0.25-0.37 | 0.31-0.45 | 0.28-0.41 | 0.25-0.38 | 0.31-0.45 | 1.08-1.70
B 0.40-0.61 | 0.40-0.59 | 0.38-0.57 | 0.34-0.50 | 0.29-0.45 | 0.39-0.56 | 0.35-0.51 | 0.30-0.44 | 0.39-0.58
C 0.52-0.81 | 0.52-0.86 | 0.50-0.73 | 0.43-0.66 | 0.33-0.50 | 0.51-0.71 | 0.43-0.68 | 0.35-0.53 | 0.29-0.40
95%CL-Limit Qg [10*® erg]
X 1.38—-1.89 | 1.44—-1.97 | 1.52-2.09 | 1.85-2.55 | 2.67-3.58 | 1.85-2.55 | 1.70-2.34 | 3.94-5.05 | 4.82-5.63
A 1.32-1.05 | 1.05-1.33 | 1.05-1.33 | 1.07-1.38 | 1.34-1.77 | 1.12—1.44 | 1.03-1.32 | 1.41-1.89 | 4.62-6.43
B 1.48-1.78 | 1.45-1.75 | 1.40-1.70 | 1.26—-1.55 | 1.20—-1.50 | 1.40—-1.70 | 1.29-1.56 | 1.17-1.45 | 1.83-2.44
C 1.91-2.30 | 1.89-2.26 | 1.81-2.17 | 1.58—-1.90 | 1.33-1.63 | 1.78-2.13 | 1.64-1.96 | 1.32-1.59 | 1.34-1.75

Table 3: Result overview for the study combining Vela, Monogem and Cynus Loop signatures. Each cell
shows the range of Qo , With variation of the cut-off energy, where in general the higher value is for
10 TeV and the lower for 200 TeV.

diffusion time, giving limits larger by orders of magnitude. For Model X and A, all best-fit cases are
allowed by the Fermi-LAT anisotropy limit, while for Model C all cases are excluded. For Model
B, some cases with 100 and 200 TV cut-off energy and release within 2 kyr are allowed. For all
cases considering only Vela, a more stringent limit from anisotropy exists.

3.2 Nearby SNR Best-fit and Limit

The fit and limit calculation has also been performed including the signatures of the three
significantly contributing nearby SNR, namely Vela, Monogem and Cygnus Loop. Except age and
position, the three SNR are assumed to have identical properties, including Qo - Figure 3 shows
the best and limit fit spectra for the example case of 5 kyr delayed injection and 30 TeV source
cut-off energy in Model X. An overview of the results is given in Table 3. The contribution of
Monogem and Cygnus Loop reduces the values compared to the Vela-only scenario, especially
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for the aforementioned low-diffusion, late-release cases. Limits ranging from 3.94 x 10® erg to

6.43 x 10*® erg can be set for the Model X, 5 kyr and 10 kyr delay, Model A, 10 kyr delay cases.
These are also the cases for which the limit fit is not excluded by anisotropy, i.e. these limits are
stricter than those from Fermi-LAT. Among the best-fit cases, all of Models X and A are allowed
by the anisotropy limit, while for Model B most cases and for Model C only a few with high cut-off
energy and early release pass this constraint.

4. Conclusion

From fitting the DRAGON-calculated flux of nearby SNR to the high-energy CALET all-
electron spectrum, the preferred range for the energy emitted by a SNR in electron cosmic rays is
found to be in a range of several 10%’ erg over a wide variety of conditions for propagation, release
timing and spectral cut-off, with 95%CL limits on the order of a few 10*8
which cosmic rays from Vela can only partly propagate to Earth due to delayed release and low
propagation speed constitute a special case where no strong constraint can be set on the Vela SNR

alone, but limits of ~ 5 x 10*® erg, exceeding those from Fermi-LAT anisotropy data, can be set, if

erg. Conditions under

considering the combined flux from all the nearby SNR: Vela, Monogem and Cygnus Loop.
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