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1. Introduction

A collision of a high energy cosmic-ray coming from extraterrestrial origins with Earth’s
atmosphere causes an air shower, i.e. a cascade of hadronic interactions. Consequently, neutrinos
are produced through decays of pions and kaons in the air shower. Such “atmospheric neutrinos”
have wide ranges of energy (100MeV–O(PeV)) and flight length (10–O(104) km), and are promising
signals for several physics including neutrino oscillation.

To study for atmospheric neutrinos, the prediction of its flux are necessary. In Super
Kamiokande experiment [1], the neutrino flux is calculated by using a 3D Monte Carlo simu-
lation (MC) for air showers developed by Honda et. al. [2], which is often called “Honda flux”.

The dominant uncertainty of Honda flux arises from the hadronic interaction in the air shower.
Honda et. al. [4] tuned hadronic interaction model in their MC based on atmospheric µ flux
observations [3]. This “µ tuning” suppresses the flux uncertainty down to ∼7% in 1 < Eν < 10
GeV region as shown in Fig.11 in [5]. Still, there is relatively large uncertainty in Eν < 1 GeV and
in Eν > 10 GeV. The former is due that low energy muons lose their energy significantly before
reaching to the observation ground, and the latter is due that a neutrino production from kaon decay
becomes dominant.

In this article, we will tune the Honda-flux MC based on data measured in accelerator experi-
ments. Several accelerator experiments for precise measurement of hadronic production has been
conducted/planned. Such data will complement the µ tuning by covering different phase space from
µ observations and providing information for particle production other than pions.

2. Accelerator-data-driven tuning

2.1 overview

Particle production in hadronic interaction hin + Aair → hout + X is described by an inclusive
invariant differential cross-section E d3σ

dp3 , where hin (hout ) is incident (projectile) hadron, Aair is a
nucleus in the air, i.e. O2 or N2, and X represents other nuisance particles. We don’t care what
kind of particle(s) the X is, so this reaction is “inclusive” and E d3σ

dp3 is independent from X:

E
d3σ

dp3 = E
d3σ

dp3 (hin, hout, pin, pout, θout ) , (1)

where pin and pout are momentum magnitudes of hin and hout , and θout is an angle between
momentum directions of hin and hout . A set of (pout , θout ) may also be converted to (xF, pT )
which is less dependent on pin, where pT is a transverse momentum of projectile particle and xF is
a Feynman-X calculated as

xF ≡ pL

pmax
L

, (2)

where pL is a longitudinal momentum of a projectile particle in CM frame of a nucleon-nucleon
collision and pmax

L is its theoretical maximum value.
Our aim is to correct the difference of E d3σ

dp3 between the accelerator data and Honda flux MC.
To do that, we will apply a weight W to each hadron interaction in the MC, which is defined as:
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Table 1: List of accelerator data used in this analysis. These data provide the differential cross-section for
the interaction p + A → hout + X . Types of target atoms and the reference number are shown in each cell.

Beam momentum [GeV/c]
hout 3 5 6.4 8 12 12.3 17.5 31 158 400 450
π± Be, C, Al Be, C, Al Be Be, C, Al Be, C, Al Be Be C C Be Be

[6] [6] [8] [6] [6] [8] [8] [9] [10] [11] [11]
K± – – – – – – – C – Be Be

[9] [11] [11]
p Be, C, Al Be, C, Al – Be, C, Al Be, C, Al – – C – Be Be

[7] [7] [7] [7] [9] [11] [11]

W ≡
(
E

d3σ

dp3

)
data

/
(
E

d3σ

dp3

)
MC

, (3)

where the subscripts data and MC represent expected values from the measured data and the MC,
respectively.

When a primary cosmic ray interacts with a nucleus in the air, the secondary hadrons are
produced, and they can interact with another nucleus. Thus, before producing neutrinos it is
possible to form a chain of interactions. We apply W to each hadronic vertex on this interaction
chain. The product Wevent ≡

∏
i Wi will be used as an event weight when counting the number of

neutrinos recorded in a detector, where Wi represents the weight applied to the i-th vertex on the
chain.

2.2 Derivation of
(
E d3σ

dp3

)
data

To derive
(
E d3σ

dp3

)
data

used in Eq. (3), we use several beam data: HARP [6, 7], BNL E910 [8],
NA61 [9], NA49 [10], NA56/SPY and NA20 [11]. These experiments cover beam momenta
from 3 to 450 GeV/c, and provide inclusive differential cross-sections d2σ

dpdΩ of π±,K±, and proton
productions, as summarized in Table 1. Based on Honda flux MC, hadronic interactions involved
in atmospheric neutrino production is dominantly caused by protons when the neutrino energy is
less than 10 GeV. We thus use only proton-incident beam data in this study.

The beam data have a finite binning, and the beam momenta are discrete. To derive
(
d3σ
dp3

)
data

as a smooth function, we parameterized the data with fitting. The fitting function is defined as

f dataIDCS ≡ fBMPT × (A/A0)α × fpd/pp (4)

for pion and kaon productions. The fBMPT is introduced in [11]. Since the fBMPT has a symmetric
form with respect to xF , it is considered appropriate for describing p + p collision. The (A/A0)α
explains a difference of nuclear effect between different nucleus, where A and A0(= 2) are atomic
masses of target and reference nucleus, and α is defined in [11] as

α = (a + bxF + cx2
F ) × (1 + dp2

T ). (5)

3
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Table 2: Reduced χ2 of fitting.

beam momentum section [GeV/c]
hout 3–5 5–8 8–12.3 12–17.5 17.5–31 31–450
π+ 1.43 1.63 1.72 1.80 1.96 1.79

(NDF) (549) (732) (889) (554) (471) (691)
π− 1.41 1.53 1.51 1.57 1.25 2.10

(NDF) (510) (683) (838) (528) (504) (716)
K+ – – – – – 0.80

(NDF) (103)
K− – – – – – 1.34

(NDF) (89)
p 1.02 1.66 1.50 2.24 1.26

(NDF) (119) (179) (215) (293) (200)

The fpd/pp is introduced to explain the difference between nucleon-nucleon collision and nucleon-
nucleus collision. Based on DPMJET-III simulation [13], we defined it as

fpd/pp ≡ exp ©«
2∑
i=0

2∑
j=0

ai j xiF pj
T

ª®¬ , (6)

where a00 is fixed to 0. For proton production, we use

f dataIDCS ≡ A(1 + BxF + Cx2
F )(1 − xF )bp

d
T (1 + apT +

(cpT )2
2

)e−apT × (A/A0)α . (7)

Parameters for Eq. (4) and (7) are determined by fitting the data. Because it is difficult to find a
proper parameterization over whole beam momentum range, we divided the data into small sections
based on their beam momentum as written in Table 2. The fitting was conducted for each section
separately.

First we determined parameters of the α function by fitting HARP π± production data for Be,
C, and Al targets. We calculated the ratio of d2σ

dpdΩ of C or Al data to Be data. Using Eq. (4) the
ratio is written as

RC(Al)/Be =

(
d2σ

dpdΩ

)
C(Al)

/
(

d2σ

dpdΩ

)
Be

=

(
AC(Al)
ABe

)α
, (8)

thus we could determine parameters of α directly. The α was derived for each section. For data
with beam momentum > 12 GeV/c and for kaon and proton production data, α derived from HARP
12 GeV π+ data were used with assuming the dependence of α on the particle types and beam
momentum is small.

We then fitted Eq. (4) (or Eq. (7) for protons) for each section, by minimizing the χ2:

χ2 ≡
data∑
i

(
d2σ
dpdΩ i

− < p2
out

Eout
f data
IDCS

>i

)2

σ2
i

+

beam∑
j

(
∆2
j

σ2
j

)
, (9)

4



P
o
S
(
I
C
R
C
2
0
2
1
)
1
2
1
0

P
o
S
(
I
C
R
C
2
0
2
1
)
1
2
1
0

Short Title for header Kazufumi Sato

0 2 4 6 8

pOut[GeV]

50

100

150

200

250

300

350

 [
m

b
/G

e
V

/r
a
d
]

1
/d

p
d

m
d

=0.0625pBeam=12,anum=12.0107, =0.0625pBeam=12,anum=12.0107,p+C!!++X  (HARP)

beam P 

=12 GeV/c

<!> 

= 0.0625 rad

0 5 10 15 20

pOut[GeV]

100

200

300

400

500

600

700

800

900

 [
m

b
/G

e
V

/r
a

d
]

1
/d

p
d

m
d

=0.03pBeam=31,anum=12.0107, =0.03pBeam=31,anum=12.0107,p+C!!-+X  (NA61)

beam P 

=31 GeV/c

<!> 

= 0.03 rad

0 5 10 15

pOut[GeV]

0

20

40

60

80

 [
m

b
/G

e
V

/r
a
d
]

1
/d

p
d

m
d

=0.01pBeam=31,anum=12.0107, =0.01pBeam=31,anum=12.0107,p+C!K++X  (NA61)

beam P 

=31 GeV/c

<!> 

= 0.01 rad

0 2 4 6

pOut[GeV]

100

150

200

250

300

350

 [
m

b
/G

e
V

/r
a
d
]

1
/d

p
d

m
d

=0.075pBeam=8,anum=12.0107, =0.075pBeam=8,anum=12.0107,p+C!p+X  (HARP)

beam P 

=8 GeV/c

<!> 

= 0.075 rad

(a) (b) (c) (d)

Figure 1: Examples of the fit result. Each example is taken from the fit result for the beam momentum
section of (a) 8–12.3 GeV/c (b) 31–450 GeV/c (c) 31–450 GeV/c (d) 5–8 GeV/c.

where d2σ
dpdΩ i

is the measured data of the i-th bin, < p2
out

Eout
f data
IDCS

>i is a fitting function averaged inside

the i-th bin, and the
∑beam

j

(
∆2
j/σ2

j

)
explains the uncertainty of overall scale where summation is

taken for all beam data. The reduced χ2 is around 2 or less in all the sections, as summarized in
Table 2. Some examples of fitting are shown in Fig. 1.

2.3 Derivation of
(
d3σ
dp3

)
MC

In Honda MC, hadronic production is calculated based on JAM [12] model if the incident
particle’s kinetic energy is below 31.6 GeV, otherwise based on DPMJET-III [13] model. We
evaluated the

(
d3σ
dp3

)
MC

by running Honda MC. We generated Ngen = 4.8×108 hadron interactions
for each of the following incident momenta: pMC = 11, 12, 14, 16, 17.5, 20, 25, 31, 33, 50, 75,
100, 158, 200, 300, 450 GeV/c, and every 0.5 GeV/c between 3–10 GeV/c.

2.4 Derivation of weight W

From the
(
d3σ
dp3

)
data

and
(
d3σ
dp3

)
MC

derived above, W in Eq. (3) was calculated for each pMC .
We represented W as a function of a Feynman-X xF and a transverse momentum pT . For any pin,
two W’s are interpolated as

W(pin, xF, pT ) =
W(pMC2, xF, pT ) − W(pMC1, xF, pT )

log pMC2 − log pMC1
× (log pin − log pMC1) +W(pMC1, xF, pT ),

(10)
where pMC1 and pMC2 are the two pMC’s closest to a given pin. For interactions with pin > 450
GeV/c, we use W for pin = 450 GeV/c with assuming that Feynman scaling is well conserved in
such high energy interaction. For pin < 3 GeV/c for pion or proton production or pin < 31 GeV/c
for kaon production, we set W = 1. For a given (xF, pT ), we required that at least one of the beam
data used for the fitting cover the (xF, pT ), otherwise W = 1. Some examples of the weights are
shown in Fig. 2.

3. Result of tuning

We simulated the neutrino flux with applying the weight W . The preliminary result is shown
in Fig. 3. The flux is almost consistent with the one previously reported in Ref. [2] within its

5
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Figure 2: Weight W in Eq. (3) as a function of xF and pT . In uncolored region W is set to 1.

Figure 3: Result of accelerator tuning (preliminary). Red dots shows our result of accelerator-driven tuning.
Thier error bars shows MC statistical error only. Green solid line shows “µ-tuned” simulation reported by
Honda et. al. [2], and dashed line represents its systematic error. Top plots show (a) νµ flux. (b) flavor ratio
((νµ + ν̄µ)/(νe + ν̄e)). (c) ν̄µ/νµ ratio. Bottom plots show their ratios to [2].

systematic error, though it has a tendency to be ∼5–10% smaller. The νµ/νe ratio and ν̄µ/νµ ratio
are also shown in the figure. They are also consistent with Ref. [2] within a few %.

4. Summary

We are implementing the accelerator-data-driven tuning into Honda flux MC. Several hadron
production measurements in beam experiments with beam momentum from 3 to 450 GeV/c have
been considered. We constructed a function to describe differential cross-sections and succeeded

6
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in fitting the beam data with the function. It allows us to evaluate “weight” to correct the difference
of the differential cross-sections between data and MC. Though the neutrino flux prediction was
modified ∼10% smaller with applying the weight to the MC, still the modified flux is in agreement
with the previous Honda flux within its uncertainty.

The accelerator-data-driven tuning should complement the conventional tuning using atmo-
spheric muons. The combined analysis of the accelerator tuning and the muon tuning is a topic for
future study and will be able to reduce the systematic uncertainty of the flux prediction.
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