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Work on the Offline Framework for the Pierre Auger Observatory was started in 2003 to create
a universal framework for event reconstruction and simulation. The development and installation
of the AugerPrime upgrade of the Pierre Auger Observatory require an update of the Offline
Framework to handle the additional detector components and the upgraded Surface Detector
Electronics.
The design of the Offline Framework proved to be sufficiently flexible to accommodate the changes
needed to be able to handle the AugerPrime detector. This flexibility has been a goal since the
development of the code started. The framework separates data structures from processing
modules. The detector components map directly onto data structures. It was straightforward to
update or add processing modules to handle the additional information from the new detectors.
We will discuss the general structure of the Offline Framework, explaining the design decisions
that provided its flexibility and point out the few of the features of the original design that required
deeper changes, which could have been avoided in hindsight. Given the disruptive nature of the
AugerPrime upgrade, the developers decided that the update for AugerPrime was the moment to
change also the language standard for the implementation and move to the latest version of C++,
to break strict backward compatibility eliminating deprecated interfaces, and to modernize the
development infrastructure. We will discuss the changes that were made to the structure in general
and the modules that were added to the framework to handle the new detector components.
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1. Introduction

Figure 1: Upgraded Surface Detector station. The
visible, new elements are the Salla Antenna for Radio
Detection and horizontal enclosure of the scintillator
detector (SSD). The small PMT for extending the dy-
namic range is inside the detector enclosure and there-
fore not visible. One can also identify the dome for the
station electronics, the solar panel and the communi-
cations antenna.

The Offline Framework [1] was started
about 20 years ago as a project to provide a
common framework for the different simula-
tions and analysis activities in the Pierre Auger
Collaboration at that time. The framework can
handle multiple input and output formats for
the main data stream. The data format from
the DAQ, the Offline internal format, and the
ADST format [2] for end-user analysis all use
the I/O component of the ROOT framework
[3]. For simulations, the framework can pro-
cess the output of common air shower Monte
Carlo packages, like CORSIKA [4], CONEX
[5], Aires [6], CoREAS [7], and ZHAireS [8].
It is also possible to generate input directly for
special analyses. Most detector simulations are
based on Geant 4 [9–11], complemented by cus-
toms simulations for tracking of Cherenkov and
fluorescence photons and electronics simula-
tions.

At the time when the Offline Framework
was designed, the Pierre Auger Observatory
consisted of a surface detector overlooked by
four groups of six fluorescence detectors [12].
Since then, a low-energy extension in the form
of an infill array and additional, high eleva-
tion fluorescence telescopes have been added
[13]. The installation of the Auger Engineering
Radio Array (AERA) [14] required significant
additions to the Offline Framework [15], which
made both technical and physics studies [16] possible. A large number of the ongoing analyses
in the collaboration depend on the Offline Framework, which is regularly executed as part of the
centralized Monte Carlo production running on grid resources [17].

The latest challenge for the framework is the adaptation of the Offline Framework to the changes
in the Pierre Auger Observatory brought by the AugerPrime [18] upgrade. The changes to integrate
are

• The addition of the Scintillator Surface Detector [19],

• The addition of a small PMT to extend the dynamic range of the surface detector stations
[20],
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• The upgraded electronics of the surface detector [21] with a changed sampling frequency and
new FPGA logic for triggering,

• The additional radio detector added to each surface detector station [22].

Because of the extent of the changes, it was decided to use the upgrade of the software for some
potentially disruptive changes. This includes the deprecation of old interfaces and change of the
language standard used for the implementation from C++ version 98/03 to C++ 11/14.

2. Structure

The Offline Framework has a modular structure, made up of several packages for organiz-
ing the code. The package dependency is organized to have a strict acyclic dependency to
avoid problems building the code. At the lowest level, a set of utilities provides functionality
that does not require any knowlege of the Observatory or of Cosmic Ray Physics. The frame-
work layer provides the data structures for the detector description, the event, the sequencing
of the execution of analysis modules, and for the overall configuration of the framework. The
next layer is the event I/O, which fills the data structures with data, either real or simulated,
at the beginning of the event loop, and which also handles the streaming of data back to disk.

Event
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Figure 2: The event data structure. Several sub-
detectors refer to the surface detector event, since de-
tectors are co-located and share part of the hardware.

A small tool layer hosts physical algorithms,
which are needed by several physics modules
but which do not fit into the bottom utility layer
because of dependencies on the framework data
structures. The main part of the physics code is
split into individual modules, whose execution
is sequenced by the RunController.

2.1 Data Structures

The Offline Framework provides two core
data structures to the modules, the Event and
the Detector. Both data structures follow
closely the hardware hierarchy of the Obser-
vatory.

The event (fig. 2) provides the accumu-
lated knowlege for a single recorded or simu-
lated event. For data events, this includes calibration information, raw and calibrated data, and the
results from the different stages of the event reconstruction. For simulated events,we store additional
data from the air shower Monte Carlo, for example CORSIKA [4], and from the detector simulation
in the event. This data is needed for comparison between simulation input and reconstructed data.

The detector structure (fig. 3) provides slowly varying information, which will be mostly
unchanged for consecutive events. Due to the nature of the detection of extended air showers, the
atmosphere is part of the detector and the data from atmospheric monitoring is provided as part of
the detector.
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Figure 3: The detector structure parallels the layout of the event structure (fig. 2). Additionally, it provides
access to atmospheric data. The actual data access is handled by a chain of managers, which are configured
for the existing data sources available.

To allow flexible access to different data sources, the detector structure itself is a facade,
provoding the user-visible interfaces to configurable managers. The managers provide access to
different data sources, which could be XML [23] files or databases in MySQL [24] or SQLite [25]
format.

2.2 Configuration and Control

At the beginning of a run, the framework processes a hierarchy of XML file, starting from a
bootstrap file. The bootstrap file links to all the other XML files needed to configure the detector,
set up the module sequence to be executed. The XML hierarchy is also used to provide additional
configuration data required by the individual modules. Reading and writing is handled by special
modules, which provide a thin interface to the event I/O layer of the framework. The names of the

Event

Central Config

Detector Run Controller

Module Sequence

ModuleModuleModule

Figure 4: Module configuration, sequencing, and the detector are all configured by the CentralConfig
component of the framework. The RunController determines the sequence in which modules get executed.
The modules obtain information from the Detector and Event structures and return results in the Event.
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files to be processed and written to are part of the data provided to the modules. The connection
between the components is illustrated in fig. 4.

For repeatability and debugging, it is possbile to write the effective XML tree to disk. The
resulting file can be used as the bootstrap file for another run of the framework.

2.3 Event I/O

At the beginning of the event loop, the event data structure has to be filled with the data expected
by the module sequence. Typically, this is done reading the initial data in one of many formats from
file. In exceptional cases, the initial data can also be generated, e.g., to simulate the calibration of a
surface detector station using single muons. Besides the raw data from the Observatory and its own,
internal format, the Offline Framework is able to process input from CORSIKA 7 [4], CONEX [5],
Aires [6], and simulations of radio emission using CoREAS [7] and ZHAireS [8].

The internal root-based data format allows the user to save and restore the full information in
the event data structure. It is also possible to save the result of simulations in the raw data format
used for data acquisition or in the analysis-oriented ADST [2] format. The later is designed to
provide lighter weight tools for the later stages of data analysis.

3. The Upgraded Framework

In the past, enhancements to the Pierre Auger Observatory, like the AERA radio array [14],
the AMIGA underground muon detectors [26], or the HEAT telescopes [27] required changes to
the Offline Framework. In all those cases, the changes could be implemented without significant
changes to the existing data structures by adding new components and adjusting detector parameters.

In comparison, the AugerPrime upgrade [18] introduces changes to the details of the individual
surface detector station by adding an additional scintillator [19], a small PMT to the main Water
Cherenkov Detector (WCD) [20], and a radio detector [22]. In addition, the station electronics gets
replaced [21] to provide a faster digitizer and additional channels to accomodate the new detectors.

3.1 Consequences of changes in the electronics

Handling additional electronics channels was not a significant challenge. The change of the
digitizer frequency from the original 40 MHz to 120 MHz turned out to require some unexpected
changes. In the detector and electronics simulation, the signal was originally binned in 1 ns for
arrival times of photo electrons and signal processing, before getting mapped to the 25 ns binning
of the digitizer. At 120 MHz, the bin length is 8.3̄ ns, with a natural time unit of ≈ 1.042 ns. That
way, the mapping is 8 elementary bins in simulation to one bin of the new digitizer. For the old
digitizer, 24 elementary bins fit into one digitizer bin. This change in binning makes it possible
to use identical code and parameters for the early stages of the simulation of detectores with the
old and new electronics. The implementation and debugging, however, required careful review
and comprehensive testing to detect all places with implicit or explicit assumptions of binning in
multiples of 1 ns.
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3.2 Radio detectors

In the original AERA array [14], the stations were placed independently of the existing surface
detector stations of the Observatory. In the AugerPrime upgrade, the radio stations are co-located
with surface detector stations and share part of the local station electronics and data acquisition. In
the raw data, some channels carry information from the surface detector, while others are used for
the radio detector. This means that both detectors also share the raw event I/O. In the calibration
stage, the data gets split into independent parts of the event, loosely coupled by the station id
and position. That way, the structure of a radio detector stations as seen by the higher stages of
the analysis remains unchanged from the one developed for AERA and existing algorithms work
without significant modifications.

3.3 Additional, small PMT

The addition of the small PMT [20] broke the assumption that a WCD station has exactly three,
identical PMTs. Implementing the change in the data structures was not complicated. However, the
simulations and calibration procedures required changes.

In simulations we apply the quantum efficiency (QE) of the PMT at the time of the emission
of the photon to avoid tracking photons that will never produce a photo electron. The QE depends
both on the model of the PMT and the frequency of the Cherenkov photon. To avoid loosing all the
speedup gained by suppressing photons at production time, a hybrid scheme was developed, where
the larger QE was applied at the source and then re-applied according to the real QE of the PMT
hit.

The calibration of the large PMTs and of the scintillator detector of a surface detector station
relies on the detection of the signal generated by individual muons. This method breaks down for
the small PMT, which cannot detect individual muons. Instead, calibration is done using small
air showers detected by both the small and large PMTs. The corresponding data gets transported
out of band. The calibration information has to be merged with the event stream later for event
reconstruction.

3.4 General code overhaul

With the migration to C++11/14, the code had to get changed in two stages: First, all outdated
constructs or code that was not standard compliant but accepted by the compilers had to be fixed.
From then on, the code is migrated to use new constructs from C++11. Important changes include
the consistent use of nullptr instead of NULL or 0 and a strong preference for the use of auto-
declarations of iterators in for-loops. Proper use of initializers is required everywhere and the use
of in-class initialization of all members is preferred.

Many classes in the event also act as containers. For example, the surface detector contains
the stations participating in the event. The access to the begin and end iterators, provided by
StationsBegin and StationsEnd, is extended by providing a StationsRangemember function,
which can be used in a range-based for-loop:

for (auto& station : sEvent.StationsRange()) {

...

}
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This notation is more compact and easier to read than the old style for-loop.

4. Conclusions and Outlook

The Offline Framework has proven to be remarkably flexible and robust, given that it was
designed before many of the best practices for C++ projects got accepted in our communities. Also,
the use of language elements like templates was generally considered to be too involved for scientific
code. This, in turn, provided us with a framework with a clean, feature-complete, and orthogonal
interface design. The complexity of implementation details is invisible to the user writing physics
code. As a result, the interaction of the user code with the framework tends to be simple and fairly
straight-forward. An experienced user can guess the functionality of many parts of the code without
knowing the details of the parts of the framework used.

Having a comprehensive testing infrastructure, using unit tests and automatic physics valida-
tion played an important role in the maintainability of the framework. Most modern platforms
for code hosting, either in-house or cloud based, like GitHub [28], GitLab [29], or Gitea [30]
provide automated testing frameworks either integrated or as third-party integrations. External
testing frameworks like Jenkins [31], which is currently used for automated testing of the Offline
Framework, can deal with a variety of hosting systems. In our experience, testing is essential for
successful development and long-term maintenance of any complex code.

In all projects, it is a challenge to strike a balance between using external libraries for established
functionality and re-implementing well-known algorithms. Having too many external dependencies
complicates the installation of the project, while re-implementation or incorporation of established
codes complicated the long-term maintenance, especially in the case of external codes still under
development. In 2009, the Pierre Auger collaboration developed and adopted the Ape tool [32] as
a platform-independent installation tool for the Offline Framework and dependencies. Since then,
Conan [33] established itself as a package manager for C++ projects.

Serializing data remains one of the problematic areas for scientific computing. The ROOT
framework [3] provides one possible solution for data structures, but at the cost of importing a
lot of other functionality the user might not want. For new projects, it is worthwhile to scan for
reasonably recent evaluations of alternatives like the one presented in [34]. In most cases, streaming
requieres some code to interface the data structures of the framework with the chosen library. It
is also important to consider how to handle schema evolution, since data fields will get added or
removed over the lifetime of a project.

In many cases, end-users will also look for a light-weight alternative to the full framework,
especially if the installation is resource consuming and only a small subset of the functionality
is actually needed for the final analysis. In such cases, users might look either for the ROOT
framework [3] or for Jupyter notebooks [35] running Python [36]. Using such tools requires access
to the data, which often means the development and maintenance of a tool to extract the required
data subset and to write it in the desired format.

Finally, we would like to point out the obvious stating that even with a careful, initial design,
there will always be a moment when the developer face the unexpected. This can be a design
assumption that turns out to be overly restrictive or it could be old code or interfaces that should be

7



P
o
S
(
I
C
R
C
2
0
2
1
)
2
5
0

Update of the Offline Framework for AugerPrime Lukas Nellen

removed, even if this affects some user code. Adhering to the recommendations made above will
help to reduce the pain when this happens and ease the transition.
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Tanco68, D. Melo8, A. Menshikov40, K.-D. Merenda86, S. Michal33, M.I. Micheletti6, L. Miramonti59,49,
S. Mollerach1, F. Montanet36, C. Morello54,52, M. Mostafá91, A.L. Müller8, M.A. Muller22, K. Mulrey15,
R. Mussa52, M. Muzio90, W.M. Namasaka38, A. Nasr-Esfahani38, L. Nellen68, M. Niculescu-Oglinzanu73,
M. Niechciol44, D. Nitz89, D. Nosek31, V. Novotny31, L. Nožka33, A Nucita56,48, L.A. Núñez30, M. Palatka32,
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J. Rautenberg38, D. Ravignani8, M. Reininghaus41,8, J. Ridky32, F. Riehn72, M. Risse44, V. Rizi57,46,
W. Rodrigues de Carvalho21, J. Rodriguez Rojo11, M.J. Roncoroni8, S. Rossoni43, M. Roth41, E. Roulet1,
A.C. Rovero5, P. Ruehl44, A. Saftoiu73, F. Salamida57,46, H. Salazar64, G. Salina51, J.D. Sanabria Gomez30,
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F. Schlüter41,8, D. Schmidt39, O. Scholten84,15, P. Schovánek32, F.G. Schröder93,41, S. Schröder38, J. Schulte42,
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O. Sima73, 𝑓 , R. Šmída92, P. Sommers91, J.F. Soriano87, J. Souchard36, R. Squartini10, M. Stadelmaier41,8,
D. Stanca73, S. Stanič76, J. Stasielak70, P. Stassi36, A. Streich39,8, M. Suárez-Durán14, T. Sudholz13,
T. Suomijärvi37, A.D. Supanitsky8, Z. Szadkowski71, A. Tapia29, C. Taricco63,52, C. Timmermans81,80,
O. Tkachenko41, P. Tobiska32, C.J. Todero Peixoto19, B. Tomé72, Z. Torrès36, A. Travaini10, P. Travnicek32,
C. Trimarelli57,46, M. Tueros4, R. Ulrich41, M. Unger41, L. Vaclavek33, M. Vacula33, J.F. Valdés Galicia68,
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1 Centro Atómico Bariloche and Instituto Balseiro (CNEA-UNCuyo-CONICET), San Carlos de Bariloche, Argentina
2 Centro de Investigaciones en Láseres y Aplicaciones, CITEDEF and CONICET, Villa Martelli, Argentina
3 Departamento de Física and Departamento de Ciencias de la Atmósfera y los Océanos, FCEyN, Universidad de Buenos

Aires and CONICET, Buenos Aires, Argentina
4 IFLP, Universidad Nacional de La Plata and CONICET, La Plata, Argentina
5 Instituto de Astronomía y Física del Espacio (IAFE, CONICET-UBA), Buenos Aires, Argentina
6 Instituto de Física de Rosario (IFIR) – CONICET/U.N.R. and Facultad de Ciencias Bioquímicas y Farmacéuticas

U.N.R., Rosario, Argentina
7 Instituto de Tecnologías en Detección y Astropartículas (CNEA, CONICET, UNSAM), and Universidad Tecnológica

Nacional – Facultad Regional Mendoza (CONICET/CNEA), Mendoza, Argentina
8 Instituto de Tecnologías en Detección y Astropartículas (CNEA, CONICET, UNSAM), Buenos Aires, Argentina
9 International Center of Advanced Studies and Instituto de Ciencias Físicas, ECyT-UNSAM and CONICET, Campus

Miguelete – San Martín, Buenos Aires, Argentina
10 Observatorio Pierre Auger, Malargüe, Argentina
11 Observatorio Pierre Auger and Comisión Nacional de Energía Atómica, Malargüe, Argentina
12 Universidad Tecnológica Nacional – Facultad Regional Buenos Aires, Buenos Aires, Argentina
13 University of Adelaide, Adelaide, S.A., Australia
14 Université Libre de Bruxelles (ULB), Brussels, Belgium
15 Vrije Universiteit Brussels, Brussels, Belgium
16 Centro Brasileiro de Pesquisas Fisicas, Rio de Janeiro, RJ, Brazil
17 Centro Federal de Educação Tecnológica Celso Suckow da Fonseca, Nova Friburgo, Brazil
18 Instituto Federal de Educação, Ciência e Tecnologia do Rio de Janeiro (IFRJ), Brazil
19 Universidade de São Paulo, Escola de Engenharia de Lorena, Lorena, SP, Brazil
20 Universidade de São Paulo, Instituto de Física de São Carlos, São Carlos, SP, Brazil
21 Universidade de São Paulo, Instituto de Física, São Paulo, SP, Brazil
22 Universidade Estadual de Campinas, IFGW, Campinas, SP, Brazil
23 Universidade Estadual de Feira de Santana, Feira de Santana, Brazil
24 Universidade Federal do ABC, Santo André, SP, Brazil
25 Universidade Federal do Paraná, Setor Palotina, Palotina, Brazil
26 Universidade Federal do Rio de Janeiro, Instituto de Física, Rio de Janeiro, RJ, Brazil
27 Universidade Federal do Rio de Janeiro (UFRJ), Observatório do Valongo, Rio de Janeiro, RJ, Brazil
28 Universidade Federal Fluminense, EEIMVR, Volta Redonda, RJ, Brazil
29 Universidad de Medellín, Medellín, Colombia
30 Universidad Industrial de Santander, Bucaramanga, Colombia
31 Charles University, Faculty of Mathematics and Physics, Institute of Particle and Nuclear Physics, Prague, Czech

Republic
32 Institute of Physics of the Czech Academy of Sciences, Prague, Czech Republic
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33 Palacky University, RCPTM, Olomouc, Czech Republic
34 CNRS/IN2P3, IJCLab, Université Paris-Saclay, Orsay, France
35 Laboratoire de Physique Nucléaire et de Hautes Energies (LPNHE), Sorbonne Université, Université de Paris, CNRS-

IN2P3, Paris, France
36 Univ. Grenoble Alpes, CNRS, Grenoble Institute of Engineering Univ. Grenoble Alpes, LPSC-IN2P3, 38000 Grenoble,

France
37 Université Paris-Saclay, CNRS/IN2P3, IJCLab, Orsay, France
38 Bergische Universität Wuppertal, Department of Physics, Wuppertal, Germany
39 Karlsruhe Institute of Technology (KIT), Institute for Experimental Particle Physics, Karlsruhe, Germany
40 Karlsruhe Institute of Technology (KIT), Institut für Prozessdatenverarbeitung und Elektronik, Karlsruhe, Germany
41 Karlsruhe Institute of Technology (KIT), Institute for Astroparticle Physics, Karlsruhe, Germany
42 RWTH Aachen University, III. Physikalisches Institut A, Aachen, Germany
43 Universität Hamburg, II. Institut für Theoretische Physik, Hamburg, Germany
44 Universität Siegen, Department Physik – Experimentelle Teilchenphysik, Siegen, Germany
45 Gran Sasso Science Institute, L’Aquila, Italy
46 INFN Laboratori Nazionali del Gran Sasso, Assergi (L’Aquila), Italy
47 INFN, Sezione di Catania, Catania, Italy
48 INFN, Sezione di Lecce, Lecce, Italy
49 INFN, Sezione di Milano, Milano, Italy
50 INFN, Sezione di Napoli, Napoli, Italy
51 INFN, Sezione di Roma “Tor Vergata”, Roma, Italy
52 INFN, Sezione di Torino, Torino, Italy
53 Istituto di Astrofisica Spaziale e Fisica Cosmica di Palermo (INAF), Palermo, Italy
54 Osservatorio Astrofisico di Torino (INAF), Torino, Italy
55 Politecnico di Milano, Dipartimento di Scienze e Tecnologie Aerospaziali , Milano, Italy
56 Università del Salento, Dipartimento di Matematica e Fisica “E. De Giorgi”, Lecce, Italy
57 Università dell’Aquila, Dipartimento di Scienze Fisiche e Chimiche, L’Aquila, Italy
58 Università di Catania, Dipartimento di Fisica e Astronomia, Catania, Italy
59 Università di Milano, Dipartimento di Fisica, Milano, Italy
60 Università di Napoli “Federico II”, Dipartimento di Fisica “Ettore Pancini”, Napoli, Italy
61 Università di Palermo, Dipartimento di Fisica e Chimica ”E. Segrè”, Palermo, Italy
62 Università di Roma “Tor Vergata”, Dipartimento di Fisica, Roma, Italy
63 Università Torino, Dipartimento di Fisica, Torino, Italy
64 Benemérita Universidad Autónoma de Puebla, Puebla, México
65 Unidad Profesional Interdisciplinaria en Ingeniería y Tecnologías Avanzadas del Instituto Politécnico Nacional

(UPIITA-IPN), México, D.F., México
66 Universidad Autónoma de Chiapas, Tuxtla Gutiérrez, Chiapas, México
67 Universidad Michoacana de San Nicolás de Hidalgo, Morelia, Michoacán, México
68 Universidad Nacional Autónoma de México, México, D.F., México
69 Universidad Nacional de San Agustin de Arequipa, Facultad de Ciencias Naturales y Formales, Arequipa, Peru
70 Institute of Nuclear Physics PAN, Krakow, Poland
71 University of Łódź, Faculty of High-Energy Astrophysics,Łódź, Poland
72 Laboratório de Instrumentação e Física Experimental de Partículas – LIP and Instituto Superior Técnico – IST,

Universidade de Lisboa – UL, Lisboa, Portugal
73 “Horia Hulubei” National Institute for Physics and Nuclear Engineering, Bucharest-Magurele, Romania
74 Institute of Space Science, Bucharest-Magurele, Romania
75 University Politehnica of Bucharest, Bucharest, Romania
76 Center for Astrophysics and Cosmology (CAC), University of Nova Gorica, Nova Gorica, Slovenia
77 Experimental Particle Physics Department, J. Stefan Institute, Ljubljana, Slovenia
78 Universidad de Granada and C.A.F.P.E., Granada, Spain
79 Instituto Galego de Física de Altas Enerxías (IGFAE), Universidade de Santiago de Compostela, Santiago de Com-

postela, Spain
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80 IMAPP, Radboud University Nijmegen, Nijmegen, The Netherlands
81 Nationaal Instituut voor Kernfysica en Hoge Energie Fysica (NIKHEF), Science Park, Amsterdam, The Netherlands
82 Stichting Astronomisch Onderzoek in Nederland (ASTRON), Dwingeloo, The Netherlands
83 Universiteit van Amsterdam, Faculty of Science, Amsterdam, The Netherlands
84 University of Groningen, Kapteyn Astronomical Institute, Groningen, The Netherlands
85 Case Western Reserve University, Cleveland, OH, USA
86 Colorado School of Mines, Golden, CO, USA
87 Department of Physics and Astronomy, Lehman College, City University of New York, Bronx, NY, USA
88 Louisiana State University, Baton Rouge, LA, USA
89 Michigan Technological University, Houghton, MI, USA
90 New York University, New York, NY, USA
91 Pennsylvania State University, University Park, PA, USA
92 University of Chicago, Enrico Fermi Institute, Chicago, IL, USA
93 University of Delaware, Department of Physics and Astronomy, Bartol Research Institute, Newark, DE, USA
94 University of Wisconsin-Madison, Department of Physics and WIPAC, Madison, WI, USA

—–
𝑎 Fermi National Accelerator Laboratory, Fermilab, Batavia, IL, USA
𝑏 Max-Planck-Institut für Radioastronomie, Bonn, Germany
𝑐 School of Physics and Astronomy, University of Leeds, Leeds, United Kingdom
𝑑 Colorado State University, Fort Collins, CO, USA
𝑒 now at Hakubi Center for Advanced Research and Graduate School of Science, Kyoto University, Kyoto, Japan
𝑓 also at University of Bucharest, Physics Department, Bucharest, Romania
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